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## Abstract

We determine how the state complexity of the square operation depends on the number of final states in a deterministic finite automata for a given language. We use this result to describe a binary witness for the square operation on alternating finite automaton that meets the known upper bound $2^{n}+n+1$. We also show that our witnesses can be used to prove the tightness of the upper bound $2^{m}+n+1$ for concatenation on alternating automata which provides an alternative solution of an open problem stated by Fellah, Jürgensen, Yu [1990, Constructions for alternating finite automata, Internat. J. Comput. Math. 35, 117-132].

Then we consider the state complexity of some other regular operations on languages represented by Boolean and alternating finite automata. We get the tight upper bounds for complementation ( $n$ in both models), union, intersection, and difference ( $m+n$ and $m+n+1$ ), symmetric difference ( $m+n$ in both models), star and reversal ( $2^{n}$ in both models), right quotient ( $2^{m}$ and $2^{m}+1$ ), and left quotient ( $m$ and $m+1$ ). To describe witness languages, we use a binary alphabet for star, reversal, and quotients, and the unary alphabet otherwise. We also show that the binary alphabet is always optimal in the sense that the corresponding upper bounds cannot be met in the unary case.

Finally, we consider the complexity of regular operations assuming that the inputs of an operation are represented by nondeterministic finite automata while its result has to be given as a deterministic finite automaton. We obtain the tight upper bounds for star $\left(2^{n}\right)$, complementation $\left(2^{n}\right)$, reversal $\left(2^{n}\right)$, left quotient $\left(2^{m}\right)$, right quotient $\left(2^{m}\right)$, union $\left(2^{m+n}\right)$, symmetric difference $\left(2^{m+n}\right)$, intersection $\left(2^{m+n}-2^{m}-2^{n}+2\right)$, difference $\left(2^{m+n}-2^{n}+1\right)$, and concatenation $\left(\frac{3}{4} 2^{m+n}\right)$. To prove tightness, we use a ternary alphabet for binary Boolean operations and concatenation, and we get an asymptotically tight upper bound $2^{m+n}$ for these operations in the binary case. Our witnesses for the remaining operations are binary, and we show that the binary alphabet is always optimal.

Keywords: regular languages, deterministic and nondeterministic finite automata, descriptional complexity, regular operations, square, Boolean and alternating finite automata

## Abstrakt

Ukážeme ako závisí stavová zložitosṫ operácie štvorec od počtu koncových stavov v deterministickom konečnom automate pre daný jazyk. Tento výsledok použijeme na popísanie binárneho jazyka tažkého pre operáciu štvorec na alternujúcich automatoch, ktorý dosahuje známy horný odhad $2^{n}+n+1$. Tiež ukážeme, že naše dosvedčujúce jazyky sa dajú použit' v dôkaze tesnosti horného odhadu $2^{m}+n+1$ pre zret'azenie na alternujúcich automatoch, čo je vlastne alternatívnym riešením otvoreného problému, ktorý formulovali Fellah, Jürgensen, Yu [1990, Constructions for alternating finite automata, Internat. J. Comput. Math. 35, 117-132].

Potom uvažujeme stavovú zložitost niektorých d’alších regulárnych operácií na jazykoch reprezentovaných Booleovskými a alternujúcimi konečnými automatmi. Dostávame tesné horné odhady pre doplnok ( $n$ pre oba modely), zjednotenie, prienik, a rozdiel ( $m+n$ a $m+n+1$ ), symetrický rozdiel ( $m+n$ pre oba modely), star a zrkadlový obraz ( $2^{n}$ pre oba modely), pravý kvocient $\left(2^{m}\right.$ a $2^{m}+1$ ) a l’avý kvocient $(m$ a $m+1)$. Na popísanie dosvedčujúcich jazykov pre star, zrkadlový obraz, l’avý a pravý kvocient použivame binárnu abecedu, o ktorej ukážeme, že je optimálna, ked’že horné odhady sú nedosiahnutel'né v unárnom prípade. Pre ostatné operácie použijeme unárnu abecedu na dosvedčujúce jazyky.

Nakoniec sa zaoberáme zložitostou regulárnych operácií za predpokladu, že vstupné jazyky su dané ako nedeterministické konečné automaty, kým výsledok má byt popísaný ako deterministický konečný automat. Dostávame tak tesné horné odhady pre operácie star $\left(2^{n}\right)$, doplnok $\left(2^{n}\right)$, zretazenie $\left(2^{n}\right)$, zrkadlový obraz $\left(2^{n}\right)$, l'avý kvocient $\left(2^{m}\right)$, pravý kvocient $\left(2^{m}\right)$, zjednotenie $\left(2^{m+n}\right)$, symetrický rozdiel $\left(2^{m+n}\right)$, prienik $\left(2^{m+n}-2^{m}-2^{n}+2\right)$, rozdiel $\left(2^{m+n}-2^{n}+1\right)$, a zret’azenie $\left(\frac{3}{4} 2^{m+n}\right)$. Pre binárne Booleovské operácie a zret’azenie sme použili ternárnu abecedu pre dosvedčujúce jazyky. Na binárnej abecede však v tomto prípade dostávame asymptoticky tesný horný odhad $2^{m+n}$. Všetky ostatné dosvedčujúce jazyky pre zvyšné operácie sú binárne a v týchto prípadoch je aj binárna abeceda optimálna.

Kl’účové slová: regulárne jazyky, deterministické a nedeterministické konečné automaty, popisná zložitost', regulárne operácie, štvorec, Booleovské a alternujúce automaty
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## Introduction

Finite automata represent a simple computational model. Nevertheless, some questions concerning finite automata remain open. For example, it is not known how many states are sufficient and necessary in the worst case for a two-way deterministic finite automaton to simulate a given two-way nondeterministic finite automaton. This problem is interesting per se, and it is also important due to its connection with a well-known open problem whether or not DLOGSPACE equals NLOGSPACE [2].

In the recent years, finite automata, regular languages and regular operations have been intensively investigated from the descriptional complexity point of view. Descriptional complexity measures the cost of description of languages or language operations by using various formal systems such as deterministic, nondeterministic or Boolean automata, regular expressions or grammars. For example, the state complexity of a regular language is the smallest number of states in any deterministic finite automaton (DFA) recognizing this language. By the state complexity of a regular operation we understand the function that assigns the number of states that are sufficient and necessary in the worst case for a DFA recognizing the resulting language to the number of states in DFAs for inputs.

The upper bounds on the complexity of several regular operations can be obtained using constructions described by Rabin and Scott [46]. They also presented the subset construction that provides an upper bound $2^{n}$ for determinization of an $n$-state deterministic finite automaton. This upper bound was shown to be tight by describing binary witness languages in 37, 39, 42, 53. Binary witnesses for union, concatenation and star were given by Maslov [38], while the unary case was considered by Chrobak [9].

The paper by Yu, Zhuang and Salomaa [55] accelerated thorough study of descriptional complexity of language operations. Basic regular operations on unary languages were examined by Pighizzini and Shalit [45] and those on finite languages by Câmpeanu et al. [5]. Some less common operation were considered in the literature, like shuffle [6], proportional removals [11], square [47], cyclic shift [27], power [12].

Holzer and Kutrib [14] introduced and investigated nondeterministic state complexity to measure the cost of description when using nondeterministic finite automata (with a unique initial state). They determined the nondeterministic state complexity of several regular operations. Their results for reversal and complementation were improved in [24]; here the fooling-set lower bound method described by Birget [3, Lemma 1] was used to get tight upper bounds and describe binary witnesses.

In a Boolean finite automaton, the result of the transition function is a Boolean function with the states as variables. This is a generalization of nondeterminism since the set of states can be viewed as a disjunction of these states. If a Boolean automaton starts in a single state, that is, in a Boolean function equal to a projection, it is called an alternating finite automaton [8, 13, 25, 54]. It is known that every Boolean automaton with $n$ states can be simulated by a deterministic automaton with $2^{2^{n}}$ states [4], and by a nondeterministic automaton with $2^{n}+1$ states [25]. Fellah et al. [13] described alternating automata for complementation, union, intersection, star and concatenation on languages represented by alternating automata. This provided upper bounds on the complexity of these operations. Those for union, intersection and concatenation were shown to be tight in [17, 25], where also operational complexity for Boolean automata was considered.

The study of the complexity of combined operations began with the paper by Salomaa et al. [49]. The upper bound for a combined operation is given by the composition of complexities of involved operations and is tight in some of the cases, e. g. the case of star of intersection [28]. However, usually the resulting complexity is much smaller [10, 36].

The state set of a self-verifying finite automaton consists of three disjoint set of accepting, rejecting and neutral states, and it is required that every input word has at lest one accepting or rejecting computation, but not both. Assent and Seibert [1] obtained an upper bound $O\left(2^{n} / \sqrt{n}\right)$ for the conversion to a deterministic automaton. This upper bound was later improved to a function $g(n) \approx 3^{\frac{n}{3}}$ [29] by using the known result by Moon and Moser [41] on the maximal number of maximal cliques in graphs. The paper [29] also presented a binary witness meeting the improved upper bound.

Jirásek et al. 21] described so called sv-fooling set bound method providing a lower bound on the number of states in a self-verifying automaton. They used this method to get the precise self-verifying state complexity of all basic regular operations. They described witnesses for reversal and Boolean operations over a binary alphabet. For star, concatenation, and quotients they used a growing alphabet of an exponential size, however they also proved that the self-verifying state complexity of these operations is almost the same in the case of a fixed alphabet.

A nondeterministic finite automaton is called unambiguous if it has at most one accepting computation on every input word. Ambiguity in finite automata was first studied by Schmidt in his PhD thesis [50] where a lower bound method based on the rank of certain matrices was described. It is known that the tight upper bound for the conversion to a DFA is $2^{n}$, and those from an NFA is $2^{n}-1$ with binary witnesses in both cases 34, 35].

The lower bound method from [50] was elaborated by Jirásek et al. [23, 22]. They showed that a lower bound on the number of states in an unambiguous automaton equivalent to an NFA is given by the rank of the matrix whose rows are indexed by its reachable sets of and columns by its co-reachable sets, and its entry is 0 if the corresponding sets are disjoint and it is 1 otherwise. Using this lower bound method, the authors obtained the precise unambiguous state complexity of intersection, star, concatenation, and quotients. They also decreased the trivial upper bound $2^{n}$ for complementation to $O\left(2^{0.79 n}\right)$. Recently, Raskin [48] presented the lower bound $n^{\log \log \log n}$ for this operation on unambiguous automata. This shows that the unambiguous state complexity of complementation is not polynomial, as it was thought before. The large gap between lower and upper bound on the complexity for complementation on unambiguous automata remains.

We continue the research on operational complexity in this thesis. Motivated by an open problem from [13] concerning the tightness of an upper bound $2^{m}+n+1$ for concatenation, we first study the square operation. Since a language is recognized by an $n$-state AFA if and only if its reversal is recognized by a $2^{n}$-state DFA with half of its states final, and, moreover, reversal and square commute, to get a language that is hard for square on AFAs it is enough to take the reversal of a language that is hard for square on DFAs with half of their states final. Therefore, we first study in detail the square operation on DFAs that have more than one final state. We prove that the upper bound $n 2^{n}-k 2^{n-1}$ from [55] is tight already in the binary case if the number $k$ of final states is at most $n-2$. The case of just one non-final state is different; here we get the results depending on the finality of the initial state. The witnesses, as well as the upper bounds for one non-final state case have been found as a result of brute-force search using a simple application that we programmed for this purpose.

We next obtain the precise complexity of Boolean operations, complementation, star, reversal, and quotients on both Boolean and alternating finite automata. To get upper bounds we use the above mentioned relation between the size of a Boolean or alternating automaton for a language and the size of a DFA for its reversal. To get lower bounds we either use known results on the state complexity of the corresponding operation on languages represented by DFA with half of their states final, or we describe such DFAs
that are hard for the considered operation on DFAs. Then we take the reversal of these languages, and, using the fact that reversal commutes with any of considered operations, we show that they meet the corresponding upper bound for Boolean or alternating automata. All our witness languages are defined over a binary or unary alphabet. We also show that whenever we use a binary alphabet, it is always optimal in the sense the complexity of the corresponding operation is smaller in the unary case.

Finally, we study operational complexity under the assumption that the input languages a given as NFAs while the resulting language has to be represented as a DFA, that is, we investigate so called NFA-to-DFA trade-off for regular operations. Here our motivation comes from two streams of research. The first one concerns the complexity of combined operations that do not contain complementation. In such a case we can perform all involved operations on NFAs and use the subset construction as the last step. It follows that the NFA-to-DFA trade-off for the outermost operation provides an upper bound on the complexity of a given combined operation. Our second motivation comes from the operational complexity on self-verifying and unambiguous finite automata that are just special cases of NFAs. Since every DFA is an unambiguous automaton and it can be viewed as a self-verifying automaton (with the empty set of neutral states), the NFA-to-DFA trade-off for a regular operation provides an upper bound on its self-verifying or unambiguous state complexity. It turns out that these upper bounds are almost tight in some cases, so sometimes we cannot do anything better by using the special properties of self-verifying or unambiguous automata. We provide the precise NFA-to-DFA trade-off for complementation, union, intersection, difference, symmetric difference, concatenation, star, reversal, and left and right quotients. We use a ternary alphabet to describe the witnesses for concatenation and binary Boolean operations, and we get an asymptotically tight upper bounds for these operations in the binary case. Our witnesses for complementation, star, reversal and quotients are described over a binary alphabet which is always optimal. For star, we are able to get the precise complexity also in the unary case, while for the other operations on unary languages, we get asymptotically tight upper bounds.

The thesis is organized as follows. In Chapters 1 and 2 we provide an introduction to basic notions and notations that we use. The main result starts with Chapter 3, where we examine the state complexity of the square operation on languages accepted by DFAs with $k$ final states, BFAs and AFAs as well. In Chapter 4 we continue the research on AFA and BFA operational state complexity. Chapter 5 provides tight upper bounds on the NFA-to-DFA trade-off for all basic regular operations. In Chapter 6 we summarize our results and give open problems we clashed into.

## Chapter 1

## Preliminaries

In this section we give basic notions and preliminary results. Details and all unexplained notions can be found here [15, 51, 54]. Let $\Sigma$ be a finite non-empty alphabet of symbols. Then $\Sigma^{*}$ denotes the set of all words over $\Sigma$ including the empty word $\varepsilon$. A language over an alphabet $\Sigma$ is any subset of $\Sigma^{*}$. Fo a finite set $S$ the symbol $|S|$ denotes the size of $S$ and $2^{S}$ denotes the power set of $S$. Let $K$ and $L$ be languages over $\Sigma$. Then we can consider several regular operations:

- complement of $L$ is $L^{c}=\Sigma^{*} \backslash L$,
- intersection $K \cap L=\left\{w \in \Sigma^{*} \mid w \in K\right.$ and $\left.w \in L\right\}$,
- union $K \cup L=\left\{w \in \Sigma^{*} \mid w \in K\right.$ or $\left.w \in L\right\}$,
- difference $K \backslash L=\left\{w \in \Sigma^{*} \mid w \in K\right.$ and $\left.w \notin L\right\}$,
- symmetric difference $K \oplus L=\left\{w \in \Sigma^{*} \mid(w \in K\right.$ and $w \notin L)$ or $(w \notin K$ and $\left.w \in L)\right\}$,
- concatenation of $K$ and $L$ is $K L=\{u v \mid u \in K$ and $v \in L\}$,
- star $L^{*}=\bigcup_{i \geq 0} L^{i}$ where $L^{0}=\{\varepsilon\}$ and $L^{i+1}=L^{i} L$,
- reversal $L^{R}=\left\{w^{R} \mid w \in L\right\}$, where $w^{R}$ denotes the mirror image of $w$,
- shuffle of $K$ and $L$ is $K \amalg L=\left\{u_{1} v_{1} u_{2} v_{2} \cdots u_{k} v_{k} \mid u_{i}, v_{i} \in \Sigma^{*}, u_{1} u_{2} \cdots u_{k} \in\right.$ $\left.K, v_{1} v_{2} \cdots v_{k} \in L\right\}$,
- right quotient of $K$ by $L$ is the language $K L^{-1}=\left\{x \in \Sigma^{*} \mid x y \in K\right.$ for some $\left.y \in L\right\}$,
- left quotient of $K$ by $L$ is the language $L^{-1} K=\left\{x \in \Sigma^{*} \mid y x \in K\right.$ for some $\left.y \in L\right\}$.

A nondeterministic finite automaton (NFA) is a quintuple $A=(Q, \Sigma, \cdot, s, F)$ where $Q$ is a finite non-empty set of states, $\Sigma$ is a finite non-empty input alphabet, $\cdot: Q \times \Sigma \rightarrow 2^{Q}$ is the transition function, $s \in Q$ is the initial state, $F \subseteq Q$ is the set of final states. The transition function can be extended to the domain $2^{Q} \times \Sigma^{*}$ in the natural way. For states $p, q$ and a symbol $a$ we sometimes write $(p, a, q)$ whenever $q \in p \cdot a$. The language accepted by $A$ is the set of words $L(A)=\left\{w \in \Sigma^{*} \mid s \cdot w \cap F \neq \emptyset\right\}$.

Sometimes nondeterministic automata are allowed to have a set of initial states, then we speak about NFAs with multiple initial states (MNFAs). The reverse of an MNFA $A=(Q, \Sigma, \cdot, I, F)$ is the MNFA $A^{R}=\left(Q, \Sigma, \cdot{ }^{R}, F, I\right)$ where $q \cdot{ }^{R} a=\{p \mid q \in p \cdot a\}$, that is, $A^{R}$ is obtained from $A$ by reversing all its transitions and swapping the roles of the initial and final states.

We say that a subset $S$ of $Q$ is reachable in MNFA $A$ if there exists a word $w$ such that $S=I \cdot w$. A subset $S$ is co-reachable in $A$ if it is reachable in the reversed automaton $A^{R}$.

A nondeterministic automaton is a deterministic finite automaton (DFA) if $|q \cdot a|=1$ for each state $q$ and each input symbol $a$. We usually write $p \cdot a=q$ instead of $p \cdot a=\{q\}$, we use $p \xrightarrow{a} q$ to denote that $p \cdot a=q$. A state of a DFA is called dead if no word is accepted from it.

The state complexity of a regular language $L, \mathrm{sc}(L)$, is the smallest number of states in any DFA recognizing $L$. The state complexity of a $k$-ary regular operation $\circ$ is the function from $\mathbb{N}^{k}$ to $\mathbb{N}$ defined as follows
$\left(n_{1}, n_{2}, \ldots, n_{k}\right) \mapsto \max \left\{\operatorname{sc}\left(\circ\left(L_{1}, L_{2}, \ldots, L_{k}\right)\right) \mid \operatorname{sc}\left(L_{1}\right) \leq n_{1}, \operatorname{sc}\left(L_{2}\right) \leq n_{2}, \ldots, \operatorname{sc}\left(L_{k}\right) \leq n_{k}\right\}$.
Let $\circ \in\{\cap, \cup, \oplus, \backslash\}$ and languages $K$ and $L$ are recognized by DFAs $A=\left(Q_{A}, \Sigma,{ }_{\cdot}, s_{A}, F_{A}\right)$ and $B=\left(Q_{B}, \Sigma, \cdot_{B}, s_{B}, F_{B}\right)$. Then the language $K \circ L$ is recognized by the product automaton

$$
M_{\circ}=\left(Q_{A} \times Q_{B}, \Sigma, \cdot,\left(s_{A}, s_{B}\right), F_{\circ}\right)
$$

where $(p, q) \cdot a=\left(p \cdot{ }_{A} a, q \cdot{ }_{B} a\right)$ for all $p \in Q_{A}, q \in Q_{B}$, and $a \in \Sigma$, and

$$
F_{\circ}= \begin{cases}F_{A} \times F_{B}, & \text { if } \circ=\cap ; \\ \left(F_{A} \times Q_{B}\right) \cup\left(Q_{A} \times F_{B}\right), & \text { if } \circ=\cup ; \\ F_{A} \times\left(Q_{B} \backslash F_{B}\right), & \text { if } \circ=\backslash ; \\ \left(F_{A} \times\left(Q_{B} \backslash F_{B}\right)\right) \cup\left(\left(Q_{A} \backslash F_{A}\right) \times F_{B}\right), & \text { if } \circ=\oplus .\end{cases}
$$

Every MNFA $A=(Q, \Sigma, \cdot, I, F)$ can be converted to an equivalent DFA

$$
\mathcal{D}(A)=\left(2^{Q}, \Sigma, \cdot, I,\left\{S \in 2^{Q} \mid S \cap F \neq \emptyset\right\}\right)
$$

The DFA $\mathcal{D}(A)$ is called the subset automaton of $A$ and it may not be minimal, since it can contain unreachable or equivalent states.

A Boolean finite automaton (BFA) is a quintuple $A=\left(Q, \Sigma, \cdot, g_{s}, F\right)$, where $Q$ is a finite non-empty set of states, $Q=\left\{q_{1}, \ldots, q_{n}\right\}, \Sigma$ is an input alphabet, $\cdot$ is the transition function that maps $Q \times \Sigma$ into the set $\mathcal{B}_{n}$ of Boolean functions with variables $\left\{q_{1}, \ldots, q_{n}\right\}$, $g_{s} \in \mathcal{B}_{n}$ is the initial Boolean function, and $F \subseteq Q$ is the set of final states. The transition function • can be extended to the domain $\mathcal{B}_{n} \times \Sigma^{*}$ as follows: For all $g$ in $\mathcal{B}_{n}, a$ in $\Sigma$, and $w$ in $\Sigma^{*}$, we have

$$
g \cdot w= \begin{cases}g, & \text { if } w=\varepsilon ; \\ g\left(q_{1} \cdot a, \ldots, q_{n} \cdot a\right), & \text { if } g=g\left(q_{1}, \ldots, q_{n}\right) \text { and } w=a ; \\ (g \cdot v) \cdot a, & \text { if } w=v a .\end{cases}
$$

Let $f=\left(f_{1}, \ldots, f_{n}\right)$ be the Boolean vector with $f_{i}=1$ iff $q_{i} \in F$. The language accepted by the BFA $A$ is the set $L(A)=\left\{w \in \Sigma^{*} \mid\left(g_{s} \cdot w\right)(f)=1\right\}$. A Boolean finite automaton is called alternating (AFA) if the initial function is a projection $g_{s}\left(q_{1}, \ldots, q_{n}\right)=q_{i}$.

The Boolean (alternating) state complexity of $L, \operatorname{bsc}(L)(\operatorname{asc}(L))$, is the smallest number of states in any BFA (AFA) for $L$. The reader may refer to [4, 13, 25, 33, 51 for details. We illustrate these notions in the following example.

Example 1.1. Let $A$ be binary alternating automaton with two states defined as $A=$ $\left(\left\{q_{1}, q_{2}\right\},\{a, b\}, \cdot, q_{1},\left\{q_{2}\right\}\right)$ with the transition function defined in the following table:

| $\cdot$ | $a$ | $b$ |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{1} \vee q_{2}$ | $q_{1}$ |
| $q_{2}$ | $q_{2}$ | $q_{1} \wedge \neg q_{2}$ |

Let us compute whether the word $w=a b b$ is accepted. We start the computation from the initial state $s=q_{1}, s \cdot w=q_{1} \cdot a b b$. According to the table $q_{1} \cdot a$ is $q_{1} \vee q_{2}$, so we get $q_{1} \cdot a b b=\left(q_{1} \vee q_{2}\right) \cdot b b$. And we continue as follows:

$$
\left(q_{1} \vee q_{2}\right) \cdot b b=\left(q_{1} \vee\left(q_{1} \wedge \neg q_{2}\right)\right) \cdot b=q_{1} \vee\left(q_{1} \wedge \neg\left(q_{1} \wedge q_{2}\right)\right) .
$$

Now we evaluate the resulting expression in the finality vector $f=(0,1)$ replacing the final states with $1 s$ and non-final states with $0 s: q_{1} \vee\left(q_{1} \wedge \neg\left(q_{1} \wedge q_{2}\right)\right)=0 \vee(0 \wedge \neg(0 \wedge 1))=0$. The result is 0 so the word $w=a b b$ is not accepted by $A$.

A language, or a finite automaton, defined over an alphabet containing exactly one (two, three, respectively) symbols is called unary (binary, ternary).

For unary DFAs we use the Nicaud's notation 43]. For two integers $\ell$ and $n$ such that $0 \leq \ell \leq n-1$ and a subset $F$ of $\{0,1, \ldots, n-1\}, A=(n, \ell, F)$ is the unary automaton whose set of states is $Q=\{0,1, \ldots, n-1\}$ and the transition function is given by $q \cdot a=q+1$ if $0 \leq q \leq n-2$ and $(n-1) \cdot a=\ell$. The initial state of this automaton is 0 and its set of final states is $F$ (cf. Appendix [B, Preliminaries]).

For states $p, q$ and a symbol $a$, we say that $(p, a, q)$ is a transition in MNFA $N=$ $(Q, \Sigma, \cdot, I, F)$ if $q \in p \cdot a$. A sequence of transitions $\left(q_{0}, a_{1}, q_{1}\right)\left(q_{1}, a_{2}, q_{2}\right) \cdots\left(q_{n-1}, a_{n}, q_{n}\right)$ on an input word $a_{1} \cdots a_{n}$ is called computation of $N$ on $a_{1} \cdots a_{n}$. The computation is accepting if $q_{0} \in I$ and $q_{n} \in F$. An MNFA $N=(Q, \Sigma, \cdot, I, F)$ is unambiguous (UFA) if it has at most one accepting computation on every input word,

Finally, we define the model of self-verifying finite automata in the following definition taken from [29].

Definition 1.2 ([29, Definition 1]). A self-verifying finite automaton (SVFA) is a 6 -tuple $A=\left(Q, \Sigma, \cdot, q_{0}, F^{a}, F^{r}\right)$, where $Q, \Sigma, \cdot, q_{0}$ are defined as for standard nondeterministic automata, and $F^{a}, F^{r} \subseteq Q$ are the sets of accepting and rejecting states, respectively. The remaining states, namely the states belonging to $Q \backslash\left(F^{a} \cup F^{r}\right)$, are called neutral states. It is required that for each input word $w$ in $\Sigma^{*}$, there exists at least one computation ending in an accepting or in a rejecting state, that is, $\left(q_{0} \cdot w\right) \cap\left(F^{a} \cup F^{r}\right) \neq \emptyset$, and there are no words $w$ such that both $q_{0} \cdot w \cap F^{a}$ and $q_{0} \cdot w \cap F^{r}$ are nonempty. The language accepted by A, denoted as $L^{a}(A)$, is the set of all input words having a computation ending in an accepting state, while the language rejected by $A$, denoted as $L^{r}(A)$, is the set of all input words having a computation ending in a rejecting state.

## Chapter 2

## Known Results

The upper bounds on the state complexity of basic regular operations can be derived from the automata constructions given by Rabin and Scott [46] already in 1959. The product automaton for intersection, described in [46, Theorem 6], provides an upper bound $m n$ for this operation. For union, difference, and symmetric difference, it is enough to change the set of final states in this product automaton. This gives the same upper bound for these three Boolean operations. In [46, Definition 11 and Theorem 11] the construction of the subset automaton $\mathcal{D}(N)$ corresponding to a given NFA $N$ was described. This construction resulted in the upper bound $2^{n}$ for NFA-to-DFA conversion since the states of $\mathcal{D}(N)$ are subsets of the state set of $N$. Following [46, Definition 12 and Theorem 12] described the reverse of an NFA and provided an upper bound $2^{n}$ for the reversal operation as a result. Finally, [46, Theorem 13] provided the construction of NFAs for concatenation and star. To get an upper bound for the concatenation, we need to slightly modify Rabin and Scott's construction: instead of adding the transitions from final states of $A$ to the corresponding states of $B$, we add the transitions from states with out transition to a final state of $A$ to the initial state of $B$. This provides an upper bound $m 2^{n}-2^{n-1}$ for concatenation. A similar modification of an NFA for star gives an upper bound $\frac{3}{4} 2^{n}$.

The tightness of the upper bound $2^{n}$ for NFA-to-DFA conversion was proved almost immediately in 1962 by Yershov [53 who described a binary witness NFA, shown in Fig. 2.1. Its equivalent DFA requires at least $2^{n}$ states. Similar binary NFAs were later described by Lupanov [37], Moore [42], and Meyer and Fisher [39]; see Fig.2.2.

In 1966 Mirkin [40] pointed out that the Lupanov's ternary NFA-to-DFA witness, see Fig. 2.3, is in fact the reverse of a DFA. This proves the tightness of the upper bound $2^{n}$ for reversal. Binary witnesses for this operation were given by Leiss [33] and Šebej [52].

Binary witness languages for union, concatenation and star were described by Maslov


Figure 2.1: Yershov 1962.


Figure 2.2: Meyer, Fisher 1971.
in 1970 [38]. The unary case was considered in 1986 by Chrobak [9] who showed that the determinization of a unary NFA is in $\Theta(F(n))$ where $F(n)$ is Landau function defined by $F(n)=\max \left\{\operatorname{lcm}\left(x_{1}, \ldots, x_{k}\right) \mid x_{1}+\cdots+x_{k} \leq n\right\}$ and we have $F(n) \approx 2^{\sqrt{n \ln n}}$. In 1992 Birget [3] obtained tight upper bounds on the state complexity of the intersection of $k$ regular languages.

The systematic study of the state complexity of regular languages and regular operations began with the 1994 paper by Yu, Zhuang and Salomaa [55]. They obtained upper bounds $m 2^{n}-k 2^{n-1}$ and $2^{n-1}+2^{n-k-1}$ for concatenation and star of languages recognized by DFAs with $k$ final states, the tightness of which was later shown by Jirásek, Jirásková and Szabari [20] and Palmovský [44]. They also provided the state complexity of left quotient $\left(2^{m}-1\right)$ and right quotient $(m)$, as well as the state complexity of basic operations on unary languages. Table 2.1 summarizes the results by Maslov and Yu et al.

More precise results in the unary case were obtained by Pighizzini and Shallit [45]. Operations on finite languages were investigated by Câmpeanu [5]. The state complexity


Figure 2.3: Lupanov 1963.

|  | DFA | $\|\Sigma\|$ | $\|\Sigma\|=1$ |
| :--- | :--- | :--- | :--- |
| complementation | $n$ | 1 | $n$ |
| union | $m n$ | 2 | $m n$ if $\operatorname{gcd}(m, n)=1$ |
| intersection | $m n$ | 2 | $m n$ if $\operatorname{gcd}(m, n)=1$ |
| concatenation | $m 2^{n}-2^{n-1}$ | 2 | $m n$ if $\operatorname{gcd}(m, n)=1$ |
| reversal | $2^{n}$ | 2 | $n$ |
| star | $\frac{3}{4} \cdot 2^{n}$ | 2 | $(n-1)^{2}+1$ |
| left quotient | $2^{m}-1$ | 2 | $m$ |
| right quotient | $m$ | 1 | $m$ |

Table 2.1: Operational complexity for deterministic finite automata [38, 55].
of some less common regular operations can be found in the literature: square by Rampersad [47], shuffle by Câmpeanu [6], proportional removals by Domaratzki [11], cyclic shift by Jirasková and Okhotin [27], and power by Domaratzki and Okhotin [12].

In 2003 Holzer and Kutrib introduced and examined the nondeterministic state complexity [14]. Their model of NFAs considered the single initial state while Rabin and Scott [46] allowed more states to be initial. This results in the complexity $m+n+1$ and $n+1$ for union and reversal, while in model of Rabin and Scott it would be $m+n$ and $n$. The results from Holzer and Kutrib and from the completion by Jirásková [24] on operational complexity on NFAs are summarized in Table 2.2.

|  | NFA | $\|\Sigma\|$ | $\|\Sigma\|=1$ |
| :--- | :--- | :---: | :--- |
| complementation | $2^{n}$ | 2 | $\Theta(F(n))$ |
| reversal | $n+1$ | 2 | $n$ |
| star | $n+1$ | 1 | $n+1$ |
| concatenation | $m+n$ | 2 | $m+n-1 \leq \cdot \leq m+n$ |
| union | $m+n+1$ | 2 | $m+n+1 \quad$ if $m \neq k n$ and $n \neq k m$ |
| intersection | $m n$ | 2 | $m n \quad$ if $\operatorname{gcd}(m, n)=1$ |

Table 2.2: Operational complexity for nondeterministic finite automata [14, 24].

### 2.1 Combined Operations, Self-verifying and Unambiguous Automata

The investigation of combined operations was started in 2007 by the paper by Salomaa, Salomaa and Yu [49]. An upper bound can be simply obtained by the composition of particular complexities. Such an upper bound is tight in several cases (for example for star of intersection, [28]). However, the resulting complexity is much smaller in the most cases. A number of combined operations was studied in the literature. The reverse of the union, intersection or concatenation of two languages was studied by Liu et al. in 2008 [36]. The state complexity for $\left(L_{1} \cup L_{2}\right)^{R}$ was showed to be $2^{m+n}-2^{m}-2^{n}+2$, for $\left(L_{1} \cap L_{2}\right)^{R}$ it is $2^{m+n}-2^{m}-2^{n}+2$, and for $\left(L_{1} L_{2}\right)^{R}$ it is $3 \cdot 2^{m+n-2}-2^{n}+1$. The concatenation of one language with the union or intersection of other two was studied by Cui et al. [10] in 2011. So state complexity of $L_{1}\left(L_{2} \cup L_{3}\right)$ was shown to be $(m-1)\left(2^{n+p}-2^{n}-2^{p}+2\right)+2^{n+p-2}$ and for $L_{1}\left(L_{2} \cap L_{3}\right)$ it is $m 2^{n p}-2^{n p-1}$.

A self-verifying finite automaton (SVFA) has three disjoint groups of states: accepting, rejecting and neutral. Every input word has to have at least one accepting or rejecting computation, but not both. The SVFA-to-DFA conversion was examined in 2011 by Jirásková and Pighizzini [29]. They used known result by Moon and Moser [41] on the maximal number of maximal cliques in graphs to show that every $n$-state SVFA can be simulated by a DFA that has at most $g(n)$ states where

$$
g(n)= \begin{cases}n, & \text { if } 1 \leq n \leq 2 \\ 1+2 \cdot 3^{\frac{n-3}{3}}, & \text { if } n \geq 3 \text { and } n \bmod 3=0 \\ 1+3^{\frac{n-1}{3}}, & \text { if } n \geq 4 \text { and } n \bmod 3=1 \\ 1+4 \cdot 3^{\frac{n-5}{3}}, & \text { if } n \geq 5 \text { and } n \bmod 3=2\end{cases}
$$

The operational complexity on SVFAs was examined by Jirásek, Jirásková and Szabari 21. Table 2.3 summarizes their results.

A nondeterministic finite automaton is unambiguous (UFA) if it has at most one accepting computation on every input word. A lower bound method for UFAs based on the range of certain matrices has been developed in 1978 by Schmidt [50]. Using this method, Leung [34, 35] showed that a tight upper bound on UFA-to-DFA conversion is $2^{n}$ while those for NFA-to-UFA is $2^{n}-1$. The method was further elaborated by Jirásek, Jirásková and Šebej [23], where operational complexity on UFAs was examined. Their results are summarized in Table 2.4, here the lower bound for complementation is from Raskin [48.

|  | SVFA | $\|\Sigma\|$ | small alphabets |  |
| :--- | :--- | :--- | :--- | :--- |
| complementation | $n$ | 1 | - |  |
| intersection | $m n$ | 2 | - |  |
| union | $m n$ | 2 | - |  |
| difference | $m n$ | 2 | - | if $\|\Sigma\|=1$ |
| symmetric difference | $m n$ | 2 | - | if $\|\Sigma\| \geq 4$ |
| reversal | $2 n+1$ | 2 | $n$ | if $\|\Sigma\| \geq 4$ |
| star | $\frac{3}{4} \cdot 2^{n}$ | $\frac{3}{4} \cdot 2^{n}+1$ | $\leq 2^{n-1}$ | if $\|\Sigma\| \geq 4$ |
| left quotient | $2^{n}-1$ | $2^{n}+1$ | $\leq 2^{n-1}$ | if $\|\Sigma\| \geq 8$ |

Table 2.3: Operational complexity for self-verifying automata [21].

|  | UFA | $\|\Sigma\|$ |
| :--- | :--- | :---: |
| complementation | $n^{\log \log \log n} \leq \cdot \leq 2^{0.79 n+\log n}$ | 1 |
| reversal | $n$ | 1 |
| star | $\frac{3}{4} \cdot 2^{n}$ | 3 |
| concatenation | $\frac{3}{4} \cdot 2^{m+n}-1$ | 7 |
| union | $m n+m+n \leq \cdot \leq m+n 2^{0.79 n+\log n}$ | 4 |
| intersection | $m n$ | 2 |
| left quotient | $2^{m}-1$ | 2 |
| right quotient | $2^{m}-1$ | 2 |

Table 2.4: Operational complexity for unambiguous automata [23, 48].

### 2.2 Boolean and Alternating Automata

In a Boolean finite automaton (BFA) the transition function maps every pair of a state and a letter into a Boolean function with the states as variables. This approach is a generalization from NFAs where the result of the transition function may be viewed as a disjunction of states. It is known that Boolean automata recognize regular languages [4, 8]. Moreover, the BFA-to-DFA trade-off is $2^{2^{n}}$ with a binary witness [4] and the BFA-to-NFA trade-off is $2^{n}+1$ also with a binary witness [25]. If the initial function of a Boolean automaton is a projection, that is, if it starts in a single state, it is called
an alternating finite automaton (AFA); cf. [8, 13, 54, 25]. In 1990 Fellah, Jurgensen and Yu [13] described the constructions of alternating finite automata for basic regular operations on languages represented by AFAs. As a result they get upper bounds for complementation, union, intersection, concatenation and star, see Table 2.5. Their upper bounds for union and intersection were shown to be tight in 2012 [25]. For star and concatenation, the lower bound from [25] and the upper bound from [13] differ by one, see Table 2.6. The open problem from [13] concerning the tightness of the upper bound for concatenation was definitely solved in 2018 [17].

|  | upper bound for AFAs |
| :--- | :---: |
| complementation | $\leq n+1$ |
| union | $\leq m+n+1$ |
| intersection | $\leq m+n+1$ |
| star | $\leq 2^{n}+1$ |
| concatenation | $\leq 2^{m}+n+1$ |

Table 2.5: Upper bounds for AFAs from Fellah, Jürgensen, Yu [13.

|  | AFA state complexity | BFA state complexity |
| :--- | :---: | :---: |
| union | $m+n+1$ | $m+n$ |
| intersection | $m+n+1$ | $m+n$ |
| concatenation | $2^{m}+n<=.<=2^{m}+n+1$ | $2^{m}+n$ |
| reversal | $2^{n}<=.<=2^{n}+1$ | $2^{n}$ |
| star | $2^{n}<=.<=2^{n}+1$ | $2^{n}<=.<=2^{n}+1$ |

Table 2.6: Results from [25].
The following two observations, concerning the relation between the size of a BFA (an AFA) for a language and the size of a DFA for its reversal, play a crucial role in the next two chapters. We use them to get the state complexity of all basic regular operations on languages represented by BFAs and AFAs.

Lemma 2.1 (cf. [13, Theorem 4.1, Corollary 4.2] and [25, Lemma 1]). If a languages $L$ is recognized by an n-state BFA (n-state AFA), then the language $L^{R}$ is recognized by a $D F A$ with $2^{n}$ states (by a DFA with $2^{n}$ states of which $2^{n-1}$ are final, respectively).

Proof Idea. Let $A=\left(\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}, \Sigma, \cdot, g_{s}, F\right)$ be BFA for $L$. Construct a $2^{n}$-state MNFA $N=(Q, \Sigma, \circ, I,\{f\})$, where

- $Q=\{0,1\}^{n}$
- $I=\left\{j \in Q \mid g_{s}(j)=1\right\}$;
- $f=\left(f_{1}, f_{2}, \ldots, f_{n}\right) \in Q$ with $f_{i}=1$ if $q_{i} \in F$ and $f_{i}=0$ otherwise;
- the transition function $\circ: Q \times \Sigma \rightarrow 2^{Q}$ is defined as follows:

$$
\begin{aligned}
& \text { for each } j=\left(j_{1}, j_{2}, \ldots, j_{n}\right) \in Q \text { and each } a \in \Sigma \text {, } \\
& j \circ a=\left\{\ell \in Q \mid\left(q_{i} \cdot a\right)(\ell)=j_{i} \text { for } i=1,2, \ldots, n\right\} .
\end{aligned}
$$

Then $L(A)=L(N)$. Moreover, automaton $N^{R}$ is deterministic, so $L^{R}$ is recognized by a DFA with $2^{n}$ states. If $A$ is an AFA, then the MNFA $N$ has $2^{n-1}$ initial states, and therefore the language $L^{R}$ is recognized by a DFA with $2^{n}$ states of which $2^{n-1}$ are final.

Lemma 2.2 (cf. [25, Lemma 2]). If a language $L$ is recognized by a DFA $A$ with $2^{n}$ states (a DFA with $2^{n}$ states of which $2^{n-1}$ are final), then the language $L^{R}$ is recognized by an $n$-state BFA (an n-state AFA).

Proof Idea. Let $A=(Q, \Sigma, \cdot, s, F)$ be a $2^{n}$-state DFA for $L$. Without loss of generality, let $Q=\left\{0,1, \ldots, 2^{n}-1\right\}$. Consider $2^{n}$-state MNFA $A^{R}=\left(Q, \Sigma, .^{R}, F,\{s\}\right)$ for $L^{R}$. It has exactly one final state $s$ and the set of initial states $F$. Moreover, for every $a \in \Sigma$ and for every $i \in Q$, there is exactly one state $j$ such that $i \in j \cdot{ }^{R} a$ since $A$ is a DFA. For a state $i \in Q$, let $\operatorname{bin}(i)=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ be the binary $n$-tuple such that $i_{1} i_{2} \cdots i_{n}$ is the binary notation of $i$ on $n$ digits with leading zeros if necessary.

Let us define an $n$-state BFA $B=\left(Q_{B}, \Sigma, \circ, g_{s}, F_{B}\right)$, where:

- $Q_{B}=\left\{q_{1}, \ldots, q_{n}\right\} ;$
- $F_{B}=\left\{q_{\ell} \mid \operatorname{bin}(s)_{\ell}=1\right\}$;
- $g_{s}(\operatorname{bin}(i))=1$ iff $i \in F$;
- $\left(q_{1} \circ a, q_{2} \circ a, \ldots, q_{n} \circ a\right)(\operatorname{bin}(i))=\operatorname{bin}(j)$ where $i \in j .^{R} a$ for each $i \in Q$ and $a \in \Sigma$. Then $L(B)=L\left(A^{R}\right)=L^{R}$, so $L^{R}$ is accepted by an $n$-state BFA. If $|F|=2^{n-1}$, we may denote the states of $A$ in such a way that $F=\left\{2^{n-1}, 2^{n-1}+1, \ldots, 2^{n}-1\right\}$. Then we get $g_{s}=q_{1}$, and therefore $B$ is an $n$-state AFA for $L^{R}$.


## Chapter 3

## Square on Deterministic, Alternating, and Boolean Finite Automata

The square operation is one of the basic unary operations on formal languages defined as $L^{2}=\{u v \mid u \in L$ and $v \in L\}$. The upper bound on its state complexity has been long known, since the square is only a sub-case of a more general concatenation. In 38 Maslov gives us an upper bound $m 2^{n}-2^{n-1}$ on the state complexity of concatenation of languages accepted by $m$ and $n$-state DFAs respectively. This upper bound cannot be met if the first language is accepted by a DFA with $k \geq 2$ final states [55]. In this case Yu et al. [55] proved that the upper bound is $m 2^{n}-k 2^{n-1}$. Jiraskova et al. [20] showed the tightness of this upper bound by binary witnesses for every $k$ with $1 \leq k \leq n-1$.

Tight upper bound for square comes in 2006 by Rampersad [47] where the tightness of the upper bound $n 2^{n}-2^{n-1}$ is shown using binary alphabet. The state complexity of square on languages accepted by DFAs with $k$ final states was finally considered in [7]. The upper bound $(n-k) 2^{n}+k 2^{n-1}$ was shown to be tight on ternary alphabet, but only for $k<n-1$. The problem of finding binary witness language and the problem of finding a tight upper bound for square of languages accepted by DFAs with $n-1$ final states were left open. Finding witness language accepted by a DFA with $k$ final states has a meaningful application for the square operation on Boolean or alternating finite automata (BFAs, AFAs). An upper bound was shown to be $2^{n}+n+1$ by Fellah, Jürgensen, Yu in 1990 [13]. It is known that language is accepted by an $n$-state AFA if and only if its reverse is accepted by a $2^{n}$-state DFA with half of the states final [13]. Therefore a language whose square on DFA requires $(n-k) 2^{n}+k 2^{n-1}$ states and is accepted by a DFA with $n / 2$ final states is needed to show the tightness of this upper bound. We discuss these open problems in this chapter. The solutions are based on published paper
that can be found in Appendix [A] at the end of the thesis:
Jirásková, G., Krajňáková, I.: Square on deterministic, alternating, and Boolean finite automata. International Journal of Foundations of Computer Science 30(6-7), 11171134 (2019).

In [A, Theorem 7] we present binary witness with $k<n-1$ final states meeting the upper bound $n 2^{n}-k 2^{n-1}$. This improves the ternary witness for this upper bound from [7. Lemma 2]. Then we inspect the case of $k=n-1$ by discussion in two sub-cases by the finality of the initial state. If the initial state is final then we show the tightness of the upper bound $(n+2) 2^{n-2}$ with binary witness in [A, Theorem 8]. Otherwise if the initial state is the only non-final state then we show in [A, Lemma 9] that the upper bound is $(n+3) 2^{n-2}$ and it is tight on ternary alphabet. For binary languages the upper bound $(n+3) 2^{n-2}-1$ is met [A, Theorem 11]. All these results are summarized in Table 3.1. In the case of unary languages we provide a simplified proof from Pighizzini and Shallit [45] in [A, Theorem 12] to show that the exponentially smaller upper bound $2 n-1$ is tight.

We use the presented binary witness language for square on DFAs with $2^{n}$ states, $2^{n-1}$ of them final, to show that upper bound $2^{n}+n+1$ for square on AFAs is tight in [A, Theorem 13]. Then in [A, Theorem 14], we extend the application of presented witness language to show that the upper bound $2^{n}+n$ is tight for square operation on BFAs as well. For unary languages the corresponding upper bound is $n+1$ as shown in [A, Theorem 15]. This means that the binary alphabet is optimal for meeting the upper bound $2^{n}+n+1$.

The study of state complexity of square started by the Master thesis in 2016. The results in Slovak language were gradually improved and reworked and served as a foundation for future research done later during this PhD study. All of the results were translated, concised and refined in details. The results for Boolean and alternating automata served as motivation for another paper presented on CSR 2019 in Moscow. The results given by [A, Theorems 1,7,14] and [A, Lemmas 8,9] were obtained in Master thesis 31] (in Slovak) and presented at the DCFS 2017 conference. Their proofs that appeared in IJFSC 2019 were changed to be easier to follow. We used $\cdot$ instead $\delta$ to simplify the notation. To have [A, Fig. 2] more transparent, it is drawn for specific values of $m, n, k, l$ instead of a general case in Master thesis. The proof of [A, Theorem 7 on p. 1122] uses $\alpha:=m-k-1$ to simplify the exposition. It is divided into 3 cases instead of 9 as was in Master thesis. The proof of [A, Lemma 8 on p. 1125-1126] provides a detailed explanation that a corresponding word is accepted only from a particular state. The former cases (4)-(7) in Master thesis are now covered by one case (3b). We also give a different proof of distin-
guishability here. In the proof of [A, Lemma 9 on p. 1127] we use a different formatting to simplify the readability of the proof. The result in [A, Theorem 11] concerning the tightness of the corresponding upper bound in the binary case and its proof on p.11281131 is completely new and did not appear in Master thesis. The same is true for the square on unary DFAs on p.1131. The upper bound $n+1$ given by [A, Theorem 15 on p. 1133] shows the optimality of binary alphabet used to describe AFA witnesses.

| $k$ | sc | $\|\Sigma\|$ | reference |
| :---: | :---: | :---: | :---: |
| $k=1$ | $n 2^{n}-2^{n-1}$ | $\|\Sigma\| \geq 2$ | Rampersad [47] |
| $2 \leq k \leq n-2$ | $n 2^{n}-k 2^{n-1}$ | $\|\Sigma\| \geq 2$ | $[32]$ |
| $k=n-1$ and $q_{0} \in F$ | $(n+2) 2^{n-2}$ | $\|\Sigma\| \geq 2$ | $[32$ |
| $k=n-1$ and $q_{0} \notin F$ | $(n+3) 2^{n-2}$ | $\|\Sigma\| \geq 3$ | $[32$ |
| $k=n-1$ and $q_{0} \notin F$ | $(n+3) 2^{n-2}-1$ | $\|\Sigma\|=2$ | $[26]$ |

Table 3.1: State complexities of square varying by number of final states.
The next section presents an accidental benefit of our results on square. It uses the witnesses for square on DFAs with more that one final states from [A Theorem 7] to prove the tightness of the corresponding upper bounds on the complexity of concatenation on DFAs and AFAs.

### 3.1 Corollary for Concatenation

Here we show that the witness from [A, Theorem 7] on square can be useful as a witness for concatenation as well. Take two such automata with $m$ states, $k$ of them final and $n$ states with $l$ of them final. Then by the following theorem the upper bound $(m-k) 2^{n}+k 2^{n-1}$ given by [55] is tight on the binary alphabet.

Theorem 3.1. Let $m, n \geq 4,1 \leq k \leq m-2$ and $1 \leq \ell \leq n-1$. Let $K$ and $L$ be languages over $\Sigma$ recognized by an $m$-state $D F A$ with $k$ final states and an n-state DFA with $l$ final states, respectively. Then $\operatorname{sc}(K L) \leq(m-k) 2^{n}+k 2^{n-1}$ and this bound is tight if $|\Sigma| \geq 2$.

Proof. The upper bound $(m-k) 2^{n}+k 2^{n-1}$ follows from [55, Theorem 2.3]. To prove tightness, let $K$ be accepted by a DFA $A_{m, k}=\left(Q_{A}=\left\{q_{0}, \ldots, q_{m-1}\right\}, \Sigma,{ }_{A}, q_{0}, F_{A}\right)$ from Fig. 3.1 and $L$ accepted by a DFA $B_{n, l}=\left(Q_{B}=\{0, \ldots, n-1\}, \Sigma,{ }_{B}, 0, F_{B}\right)$ from Fig. 3.2 which have the same structure but different sizes $m$ and $n$ with $k$ and $l$ final states respectively.


Figure 3.1: DFA $A_{m, k}$ with $m$ states and $k$ of them final.


Figure 3.2: DFA $B_{n, l}$ with $n$ states and $l$ of them final.


Figure 3.3: NFA $N$ for of $L\left(A_{6,2}\right) L\left(B_{5,3}\right)$.
Construct NFA $N$ from DFAs $A_{m, k}$ and $B_{n, l}$ to accept the language $K L$ by adding the transition $(q, a, 0)$ whenever $q \cdot{ }_{A} a \in F_{A}$ and $(q, b, 0)$ whenever $q \cdot{ }_{A} b \in F_{A}$. The initial state of $N$ is the state $q_{0}$ and the set of final states is $F_{B}$. An example with $m=6, k=2, n=5, l=3$ is shown in Fig. 3.3. In the corresponding subset automaton $\mathcal{D}(N)$, each reachable state is in the form $\{q\} \cup S$ where $q \in Q_{A}$ and $S \subseteq Q_{B}$. We denote such a state by the pair $(q, S)$. Let

$$
\begin{aligned}
& \mathcal{R}=\left\{\left(q_{i}, S\right) \mid 0 \leq i \leq m-k-1 \text { and } S \subseteq Q_{B}\right\} \cup \\
& \left\{\left(q_{i}, S\right) \mid m-k \leq i \leq m-1, S \subseteq Q_{B} \text { and } 0 \in S\right\}
\end{aligned}
$$

The family $\mathcal{R}$ has $(m-k) 2^{n}+k 2^{n-1}$ states. We prove by induction on $|S|$ that every state
$\left(q_{i}, S\right)$ in $\mathcal{R}$ is reachable in the subset automaton $\mathcal{D}(N)$. The basis, $|S|=0$ and $|S|=1$ holds true since:

$$
\begin{gathered}
\rightarrow\left(q_{0}, \emptyset\right) \xrightarrow{a}\left(q_{1}, \emptyset\right) \xrightarrow{a}\left(q_{2}, \emptyset\right) \xrightarrow{a} \cdots \xrightarrow{a}\left(q_{m-k-1}, \emptyset\right) \xrightarrow{a}\left(q_{m-k},\{0\}\right), \\
\left(q_{m-k},\{0\}\right) \xrightarrow{b}\left(q_{m-k+1},\{0\}\right) \xrightarrow{b} \cdots \xrightarrow{b}\left(q_{m-2},\{0\}\right) \xrightarrow{b}\left(q_{m-1},\{0\}\right), \\
\left(q_{m-1},\{0\}\right) \xrightarrow{a}\left(q_{0},\{1\}\right) \xrightarrow{b}\left(q_{0},\{0\}\right), \\
\left(q_{0},\{1\}\right) \xrightarrow{a}\left(q_{1},\{2\}\right) \xrightarrow{b}\left(q_{0},\{3\}\right) \xrightarrow{b}\left(q_{0},\{4\}\right) \xrightarrow{b} \cdots \xrightarrow{b}\left(q_{0},\{n-1\}\right) \xrightarrow{b}\left(q_{0},\{2\}\right), \\
\bmod n\}) \xrightarrow{a^{i}}\left(q_{i},\{j\}\right) \text { for } i=0,1, \ldots, m-k-1 \text { and } j=0,1, \ldots, n-1 .
\end{gathered}
$$

Assume that every state $\left(q_{i}, S\right)$ in $\mathcal{R}$ with $|S|=t-1$ and $i=0,1, \ldots, m-1$ is reachable. We show that the state $\left(q_{i}, S=\left\{s_{1}, s_{2}, \ldots, s_{t}\right\}\right)$ in $\mathcal{R}$ with $|S|=t$, where $q_{i} \in Q_{A}$ and $0 \leq s_{1}<s_{2}<\cdots<s_{t} \leq n-1$ is reachable as well. We do this in three steps:
(1) We reach states $\left(q_{i}, S\right)$ satisfying the condition $q_{i} \in F_{A}$, so $0 \in S$, in other words let $s_{1}=0$ and $m-k \leq i \leq m-1$.

Let $s_{2}=1$. Take the state $\left(q_{i-1}, S^{\prime}=\left\{0, s_{3}-1, \ldots, s_{t}-1\right\}\right) \in \mathcal{R}$. It is reachable since $S^{\prime}$ has $t-1$ elements and we have

$$
\left(q_{i-1},\left\{0, s_{3}-1, \ldots, s_{t}-1\right\}\right) \xrightarrow{a}\left(q_{i},\left\{0,1, s_{3}, \ldots, s_{t}\right\}\right)=\left(q_{i}, S\right) .
$$

Let $s_{2} \geq 2$. Remind that there is a cycle $\left(q_{2}, q_{3}, \ldots, q_{m-1}\right)$ formed by the transitions on $b$ in $A$. Then $S \backslash\{0\} \subseteq\{2,3, \ldots, n-1\}$ and for each $s \in S \backslash\{0\}$ and $r \geq 0$ there exists exactly one element $s^{\prime} \in S \backslash\{0\}$ such that $s^{\prime} \cdot b^{r}=S$. Denote this element $b^{-r}(s)$. Let $r=i-(m-k-1)$. Then $\left(q_{m-k-1}, S^{\prime}=\left\{b^{-r}\left(s_{2}\right), b^{-r}\left(s_{3}\right), \ldots, b^{-r}\left(s_{t}\right)\right\}\right)$ is reachable by the induction hypothesis since $\left|S^{\prime}\right|=t-1$ and $\left(q_{m-k-1}, S^{\prime}\right) \xrightarrow{b^{r}}\left(q_{i},\left\{0, s_{2}, \ldots, s_{t}\right\}\right)=\left(q_{i}, S\right)$.
(2) Now we reach the states $\left(q_{0}, S\right)$. Our approach varies according to value of $s_{1}$.

Let $s_{1}=0$. If $s_{2}=1$ we take the state reached in (1) and we have

$$
\left(q_{m-1},\left\{0, s_{3}-1, \ldots, s_{t}-1, n-1\right\}\right) \xrightarrow{a}\left(q_{0},\left\{0,1, s_{3}, \ldots, s_{t}\right\}\right)=\left(q_{0}, S\right) .
$$

For $s_{2} \geq 2$ we continue using state we reached above, when $s_{2}=1$, and

$$
\begin{aligned}
& \left(q_{0},\left\{0,1, s_{3}-s_{2}+1, \ldots, s_{t}-s_{2}+1\right\}\right) \xrightarrow{a}\left(q_{1},\left\{1,2, s_{3}-s_{2}+2, \ldots, s_{t}-s_{2}+2\right\}\right) \\
& \xrightarrow{b^{n-2}}\left(q_{0},\left\{0,2, s_{3}-s_{2}+2, \ldots, s_{t}-s_{2}+2\right\}\right) \xrightarrow{b^{s_{2}-2}}\left(q_{0},\left\{0, s_{2}, \ldots, s_{t}\right\}\right)=\left(q_{0}, S\right) .
\end{aligned}
$$

Let $s_{1} \geq 1$. Then the state $\left(q_{m-1}, S^{\prime}=\left\{0, s_{2}-s_{1}, \ldots, s_{t}-s_{1}\right\}\right)$ is reached in (1). For $s_{1}=1$ we have $\left(q_{m-1}, S^{\prime}\right) \xrightarrow{a}\left(q_{0}, S\right)$. For $s_{1} \geq 2$ we have

$$
\left(q_{m-1},\left\{0, s_{2}-s_{1}, \ldots, s_{t}-s_{1}\right\}\right) \xrightarrow{a a}\left(q_{1},\left\{2, s_{2}-s_{1}+2, \ldots, s_{t}-s_{1}+2\right\}\right) \xrightarrow{b^{n-2}}
$$

$$
\left(q_{0},\left\{2, s_{2}-s_{1}+2, \ldots, s_{t}-s_{1}+2\right\}\right) \xrightarrow{b^{s_{1}-2}}\left(q_{0},\left\{s_{1}, s_{2}, \ldots, s_{t}\right\}\right)=\left(q_{0}, S\right) .
$$

(3) Let $1 \leq i \leq m-k-1$. We use states reached in (2) to achieve the remaining states $\left(q_{0},\left\{\left(s_{1}-i\right) \bmod n, \ldots,\left(s_{t}-i\right) \bmod n\right\}\right) \xrightarrow{a^{i}}\left(q_{i},\left\{s_{1}, \ldots, s_{t}\right\}\right)=\left(q_{i}, S\right)$.

Now we continue with distinguishability. Similarly as in the proof of distinguishability for witness language for square [A, Theorem 7], there is a word $w=b\left(a b^{n-2}\right)^{n-3}$ which is accepted only from the state $n-1$ in $N$. The word $a^{n-1-t} w$ is accepted only from state $t \in\{1,2, \ldots, n-1\}$ since $t$ has only one in-transition on $a$ from state $t-1$. Hence the states $\left(q_{i}, S\right)$ and $\left(q_{j}, T\right)$ from $\mathcal{R}$ are distinguishable if $S \neq T$.

Consider now two distinct states $\left(q_{i}, S\right)$ and $\left(q_{j}, S\right)$ in $\mathcal{R}$. Without loss of generality let $0 \leq i<j \leq m-1$. We deal with several cases.
(1) Let $i=0$ and $j=m-2$.
(1a) First assume that $n-1 \notin S$. Then

$$
\begin{aligned}
\left(q_{0}, S\right) & \xrightarrow{a}\left(q_{1}, S^{\prime}\right), \\
\left(q_{m-2}, S\right) & \xrightarrow{a}\left(q_{m-1},\{0\} \cup S^{\prime}\right) .
\end{aligned}
$$

We can distinguish these states since $S^{\prime} \backslash\{0\}=\emptyset$.
(1b) Now let $n-1 \in S$. We use word the $a b^{m-3}$ to send $n-1$ to 0 . Moreover if $0 \in S$ then after reading $a b^{m-3}$ it remains in 0 . Any other element from $S$ is sent to the corresponding element in $\{2,3, \ldots, n-1\}$. So we get

$$
\begin{gathered}
\left(q_{0}, S\right) \xrightarrow{a b^{m-3}}\left(q_{0},\{0\} \cup S_{1}\right), \\
\left(q_{m-2}, S\right) \xrightarrow{a b^{m-3}}\left(q_{m-2},\{0\} \cup S_{1}\right) .
\end{gathered}
$$

for some $S_{1} \subseteq\{2,3, \ldots, n-1\}$. If $n-1 \notin S_{1}$ we get case (1a). Otherwise we use again word $a b^{m-3}$ to get $\left(q_{0},\{0\} \cup S_{2}\right)$ and $\left(q_{m-2},\{0\} \cup S_{2}\right)$ for some $S_{2} \subseteq\{2,3, \ldots, n-1\}$ such that $\left|S_{2}\right|<\left|S_{1}\right|$. If after each $a b^{m-3}$ the element $n-1$ is in the resulting set then we end with $\left(q_{0},\{0\}\right)$ and $\left(q_{m-2},\{0\}\right)$ which are distinguishable by $a$. Otherwise we have (1a).
(2) Let $i=0$ and $2 \leq j \leq m-3$. We use $b^{m-2-j}$ to get case (1) or case $S \neq T$.
(3) Let $i=0$ and $j=m-1$. We use $b$ to get case (2) or case $S \neq T$.
(4) Let $i=0$ and $j=1$. We use $a b$ to get case (2) or case $S \neq T$.
(5) Let $i \geq 1$. Then

$$
\begin{aligned}
& \left(q_{i}, S\right) \xrightarrow{a^{m-j}}\left(q_{i+(m-j)}, S_{1}\right), \\
& \quad\left(q_{j}, S\right) \xrightarrow{a^{m-j}}\left(q_{0}, S_{1}^{\prime}\right) .
\end{aligned}
$$

Similarly as in previous cases, if $S_{1}$ and $S_{1}^{\prime}$ are the same we continue as in (1)-(4), otherwise we continue as in case $S \neq T$.

Now we show an application of witness languages $L\left(A_{m, k}\right)$ and $L\left(B_{n, l}\right)$ for concatenation on AFAs. Fellah et al. showed in [13, Theorem 9.3] that if a language $K$ is accepted by an $m$-state AFA and a language $L$ is accepted by an $n$-state AFA then the language $K L$ is accepted by AFA with $2^{m}+n+1$ states. The next theorem shows that this upper bound is tight using the binary witness languages provided in Theorem 3.1.

Theorem 3.2. Let $m, n \geq 2$. There exist binary languages $K$ and $L$ recognized by an $m$ state and an n-state AFA, respectively, such that every AFA for $K L$ has at least $2^{m}+n+1$ states.

Proof. Let

$$
K=L\left(B_{2^{m}, 2^{m-1}}\right)^{R} \text { and } L=L\left(A_{2^{n}, 2^{n-1}}\right)^{R} .
$$

Since $L\left(B_{2^{m}, 2^{m-1}}\right)$ is recognized by a $2^{m}$-state DFA with half of the states final, its reversal, the language $K$, is recognized by an $m$-state AFA. Analogously, the language $L$ is recognized by an $n$-state AFA. Next, as shown in Theorem 3.1 for DFAs, we have

$$
\begin{gathered}
\operatorname{sc}\left((K L)^{R}\right)=\operatorname{sc}\left(L^{R} K^{R}\right)=\operatorname{sc}\left(L\left(A_{2^{n}, 2^{n-1}}\right) L\left(B_{2^{m}, 2^{m-1}}\right)\right)= \\
=2^{n-1} 2^{2^{m}}+2^{n-1} 2^{2^{m}-1}=2^{2^{m}} 2^{n-1}(1+1 / 2) .
\end{gathered}
$$

It follows the number of states in every AFA for $K L$ is at least

$$
\left\lceil\log 2^{2^{m}} 2^{n-1}(1+1 / 2)\right\rceil=2^{m}+n
$$

Now we show that every AFA for $K L$ has at least $2^{m}+n+1$ states. Assume for a contradiction that $K L$ is recognized by an AFA with $2^{m}+n$ states. Then by Lemma 2.1, the language $(K L)^{R}$ is recognized by a DFA with $2^{2^{m}+n}$ states, half of which are final. It follows that a minimal DFA for $(K L)^{R}$ has at most $2^{2^{m}+n-1}$ final states. A state $(q, S)$ of the minimal DFA for $K L$ is final if $S$ contains a final state of $B_{2^{m}, 2^{m-1}}$. Hence, the number of final states in the minimal DFA for $(K L)^{R}$ is

$$
\begin{aligned}
& 2^{n-1}\left(2^{2^{m-1}}-1\right) 2^{2^{m-1}}+2^{n-1}\left(2^{2^{m-1}}-1\right)\left(2^{2^{m-1}-1}\right) \\
& =2^{2^{m}+n-1}\left(1-\frac{1}{2^{2^{m-1}}}+\frac{1}{2}-\frac{1}{2^{2^{m-1}+1}}\right)>2^{2^{m}+n-1}
\end{aligned}
$$

since $m \geq 2$. This is a contradiction, so every AFA for $K L$ has at least $2^{m}+n+1$ states.

## Chapter 4

## Operations on Boolean and Alternating Finite Automata

In this chapter we investigate the descriptional complexity of basic regular operations on languages represented by Boolean and alternating finite automata (BFAs, AFAs). This representation differs from nondeterministic finite automata (NFAs). In NFAs the result of a transition function is the disjunction of states. In the Boolean automata we allow any Boolean function, not only disjunction to be the result of the transition function. If an NFA starts in a disjunction of states, we say that it has multiple initial states, but a BFA can start in any Boolean function. A Boolean automaton that starts in a single state, a Boolean function that is a projection, is called an alternating finite automaton (AFA); cf. [8, 13, 54].

It is known that every $n$-state Boolean automaton can be simulated by a DFA with $2^{2^{n}}$ states and by a NFA with $2^{n}+1$ states, and that both these upper bounds can be met by binary languages [4, 25]. Fellah, Jürgensen and Yu [13] presented simple constructions of AFAs for several basic regular operations on languages represented by AFAs. This resulted in the following upper bounds on the AFA state complexity of corresponding operations:

- complementation $\leq n+1$,
- union $\leq m+n+1$,
- intersection $\leq m+n+1$,
- star $\leq 2^{n}+1$,
- concatenation $\leq 2^{m}+n+1$.

Jirásková in [25] provided tight upper bounds on AFAs and BFAs for union, intersection. Lower bounds were showed for star, reversal, and concatenation:
AFA state complexity BFA state complexity

- union
$m+n+1$, $m+n$,
- intersection $m+n+1$, $m+n$,
- concatenation $2^{m}+n<=.<=2^{m}+n+1, \quad 2^{m}+n$,
- reversal
- star
$2^{n}<=.<=2^{n}+1$,
$2^{n}<=.<=2^{n}+1$,
$2^{n}$,

In this chapter we continue this research with the aim to get the exact AFA and BFA state complexity for all the above mentioned operations, as well as for operations of left and right quotients, difference and symmetric difference. The solutions are based on paper presented at CSR 2018 that can be found in Appendix [B] at the end of the thesis:

Michal Hospodár, Galina Jirásková, Ivana Krajňáková: Operations on Boolean and alternating finite automata. In: Fedor V. Fomin, Vladimir V. Podolskii (eds.): Computer Science - Theory and Applications - 13th International Computer Science Symposium in Russia, CSR 2018, Moscow, Russia, June 6-10, 2018, Proceedings. Lecture Notes in Computer Science, vol. 10846, pp. 181-193, Springer (2018).

We start with [B, Proposition 1] dealing with so called uniquely distinguishable states and we use them to get the distinguishability of subsets in a subset automaton. In $[B$, Lemmas 2,3] we give two observations from the literature showing that a language $L$ is recognized by an $n$-state BFA (an $n$-state AFA) if and only if the language $L^{R}$ is recognized by a $2^{n}$-state DFA (a $2^{n}$-state DFA with half of its states final). This is a crucial observation that is used throughout this chapter and paper [B] to get the exact complexity of all considered operations on BFAs and AFAs. This observation follows from Lemmas 2.1 and 2.2 given together with their proof ideas in Known results. Proposition [B, Proposition 7] describes the reversal of quotients. Let us provide the omitted proof here.

Proposition 4.1. Let $K$ and $L$ be languages over $\Sigma$. Then
(a) $\left(K L^{-1}\right)^{R}=\left(L^{R}\right)^{-1} K^{R}$;
(b) $\left(L^{-1} K\right)^{R}=K^{R}\left(L^{R}\right)^{-1}$.

Proof. (a) The equality $\left(K L^{-1}\right)^{R}=\left(L^{R}\right)^{-1} K^{R}$ follows from the fact that the following claims are equivalent:

$$
w \in\left(K L^{-1}\right)^{R}
$$

$$
\begin{gathered}
w^{R} \in K L^{-1} \\
w^{R}=x \text { where } x y \in K \text { for some } y \in L, \\
w=x^{R} \text { where } y^{R} x^{R} \in K^{R} \text { for some } y^{R} \in L^{R} \\
w \in\left(L^{R}\right)^{-1} K^{R} .
\end{gathered}
$$

(b) The equality $\left(L^{-1} K\right)^{R}=K^{R}\left(L^{R}\right)^{-1}$ follows from the fact that the following claims are equivalent:

$$
\begin{gathered}
w \in\left(L^{-1} K\right)^{R} \\
w^{R} \in L^{-1} K \\
w^{R}=x \text { where } y x \in K \text { for some } y \in L \\
w=x^{R} \text { where } x^{R} y^{R} \in K^{R} \text { for some } y^{R} \in L^{R}, \\
w \in K^{R}\left(L^{R}\right)^{-1}
\end{gathered}
$$

In [B,Proposition 8 and 9] we prove preliminary results on star and symmetric difference on DFA that are used later to get the complexity of star and symmetric difference on BFAs and AFAs.

Now, with the aim to decrease the size of the alphabet in defining witnesses for Boolean operation in $[B]$, we consider the unary case here.

Lemma 4.2. Let $A=\left(2^{m}, 0,\left\{i \mid 2^{m-1} \leq i \leq 2^{m}-1\right\}\right)$ and $B=\left(2^{n}-1,0,\left\{i \mid 2^{n-1} \leq i \leq\right.\right.$ $\left.2^{n}-2\right\}$ ) unary DFAs, see Fig. 4.1 and Fig. 4.2, where $m, n \geq 2$. Then $\operatorname{sc}(L(A) \cup L(B))=$ $\mathrm{sc}(L(A) \oplus L(B))=2^{m}\left(2^{n}-1\right)$.

Proof. Our aim is to show that all states in the product automata $M_{\cup}$ and $M_{\oplus}$ for $L(A) \cup L(B)$ and $L(A) \oplus L(B)$, respectively, are reachable and pairwise distinguishable.

The numbers $2^{m}$ and $2^{n}-1$ are co-prime and greater than or equal to two. By Chinese Remainder Theorem, for every $i$ and $j$ with $0 \leq i \leq 2^{m}-1$ and $0 \leq j \leq 2^{n}-2$ there exists a number $x(i, j)$ such that

$$
\begin{aligned}
& x(i, j) \bmod 2^{m}=i, \\
& x(i, j) \bmod \left(2^{n}-1\right)=j .
\end{aligned}
$$

It follows that in the product automaton $M_{\cup}$ or $M_{\oplus}$, every state $(i, j)$ is reached from the initial state $(0,0)$ by the word $a^{x(i, j)}$.

For distinguishability, we first consider union. Notice that it is enough to distinguish the non-final state $(0,0)$ with any other non-final state: indeed, if $p$ and $q$ are two distinct states of the product automaton $M_{\cup}$, then we can send the state $p$ to $(0,0)$ by a word in $a^{*}$, while $q$ is sent to a state $q^{\prime}$ with $q^{\prime} \neq(0,0)$ by this word. If $q^{\prime}$ if final, then we are done since $(0,0)$ is non-final. Otherwise, we have the above mentioned case.

Consider a non-final state $(i, j) \neq(0,0)$ in the product automaton $M_{\cup}$. Then $0 \leq i \leq$ $2^{m-1}-1$ and $0 \leq j \leq 2^{n-1}-1$. Moreover $i \geq 1$ or $j \geq 1$.

If $i \geq 1$, then

$$
\begin{aligned}
& (0,0) \xrightarrow{a^{x\left(2^{m-1}-1,0\right)}}\left(2^{m-1}-1,0\right) \notin F_{\cup} \text { while } \\
& (i, j) \xrightarrow{a^{x\left(2^{m-1}-1,0\right)}}\left(2^{m-1}-1+i, j\right) \in F_{\cup}
\end{aligned}
$$

If $j \geq 1$, then

$$
\begin{aligned}
& (0,0) \xrightarrow{a^{x\left(0,2^{n-1}-1\right)}}\left(0,2^{n-1}-1\right) \notin F_{\cup} \text { while } \\
& (i, j) \xrightarrow{a^{x\left(0,2^{n-1}-1\right)}}\left(i, 2^{n-1}-1+j\right) \in F_{\cup} .
\end{aligned}
$$

This proves distinguishability for union.
Now consider symmetric difference. Similarly as for union, it is enough to distinguish the non-final state $(0,0)$ with any other non-final state. First, consider a non-final state $(i, j)$ with $0 \leq i \leq 2^{m-1}-1$ and $0 \leq j \leq 2^{n-1}-1$. Then we proceed as in the case of union: the word $a^{x\left(2^{m-1}-1,0\right)}$ distinguishes $(0,0)$ and $(i, j)$ if $i \geq 1$, otherwise, we use the word $a^{x\left(0,2^{n-1}-1\right)}$ to distinguish them.

Now consider a non-final state $\left(2^{m-1}+i, 2^{n-1}+j\right)$ with $0 \leq i \leq 2^{m-1}-1$ and $0 \leq j \leq 2^{n-1}-2$.

If $i=0$, then we have

$$
\begin{aligned}
(0,0) \xrightarrow{a^{x\left(2^{m-1}, 2^{n-1}-1\right)}}\left(2^{m-1}, 2^{n-1}-1\right) \in F_{\oplus} \text { while } \\
\left(2^{m-1}, 2^{n-1}+j\right) \xrightarrow{a^{x\left(2^{m-1}, 2^{n-1}-1\right)}}(0, j) \notin F_{\oplus}
\end{aligned}
$$

notice that in $B$ we have $2^{n-1}+j \xrightarrow{a^{2^{n-1}-2-j}} 2^{n}-2 \xrightarrow{a} 0 \xrightarrow{a^{j}} j$.
If $i \geq 1$, then

$$
\begin{array}{r}
(0,0) \xrightarrow{a^{x\left(2^{m-1}-1,0\right)}}\left(2^{m-1}-1,0\right) \notin F_{\oplus} \text { while } \\
\left(2^{m-1}+i, 2^{n-1}+j\right) \xrightarrow{a^{x\left(2^{m-1}-1,0\right)}}\left(i-1,2^{n-1}+j\right) \in F_{\oplus} .
\end{array}
$$

This proves distinguishability for symmetric difference, and concludes the proof.


Figure 4.1: Unary DFA $A=\left(2^{m}, 0,\left\{i \mid 2^{m-1} \leq i \leq 2^{m}-1\right\}\right)$.


Figure 4.2: Unary DFA $B=\left(2^{n}-1,0,\left\{i \mid 2^{n-1} \leq i \leq 2^{n}-2\right\}\right)$.
Theorem 4.3. Let $m, n \geq 2$ and $\circ \in\{\cup, \oplus, \cap, \backslash\}$. Let $K$ and $L$ be unary languages recognized by BFAs with $m$ and $n$ states, respectively. Then the language $K \circ L$ is recognized by a BFA with $m+n$ states, and this upper bound is tight.

Proof. The upper bound is the same as in the case of a general alphabet. To prove tightness for union and symmetric difference, let $A$ and $B$ be the DFAs from Lemma 4.2 . Let

$$
K=L(A)^{R} \text { and } L=L(B)^{R}
$$

Since $L(A)$ is recognized by an $2^{m}$-state DFA, the language $K$ is recognized by an $m$-state BFA by Lemma 1.3. Next, the language $L(B)$ is recognized by an $2^{n}$-state DFA; here we can add an unreachable state $2^{n}-1$ to the DFA $B$. Therefore, the language $L$ is recognized by an $n$-state BFA again by Lemma 1.3. We have $(K \cup L)^{R}=K^{R} \cup L^{R}=L(A) \cup L(B)$. By Lemma 4.2, every DFA for the language $(K \cup L)^{R}$ has at least $2^{m}\left(2^{n}-1\right)$ states. By Lemma 1.2, the number of states in every BFA for $K \cup L$ is at least

$$
\left\lceil\log 2^{m}\left(2^{n}-1\right)\right\rceil=m+n
$$

The proof for symmetric difference is exactly the same.
Notice that the languages $K^{c}$ and $L^{c}$ are witnesses for intersection since we have $\left(K^{c} \cap L^{c}\right)^{c}=K \cup L$, and on BFAs, the state complexity of a language and its complement is the same.

Similarly, the languages $K^{c}$ and $L$ are witnesses for difference since $K^{c} \backslash L=K^{c} \cap L^{c}$. Our proof is complete.

Theorem 4.4. Let $m, n \geq 3$ and $\circ \in\{\cup, \cap, \backslash\}$. Let $K$ and $L$ be unary languages recognized by AFAs with $m$ and $n$ states, respectively. Then the language $K \circ L$ is recognized by an AFA with $m+n+1$ states, and this upper bound is tight. The language $K \oplus L$ is recognized by an AFA with $m+n$ states, and this upper bound is tight.

Proof. The upper bounds are the same as in the case of a general alphabet. For tightness in the case of union, let $A$ and $B$ be DFAs from Lemma 4.2. Let

$$
K=L(A)^{R} \text { and } L=L(B)^{R}
$$

Notice that $L(A)$ is recognized by a DFA with $2^{m}$ states of which $2^{m-1}$ are final. By adding an unreachable final state $2^{n}-1$ to the DFA $B$, we get a DFA for $L(B)$ which has $2^{n}$ states of which $2^{n-1}$ are final. By Lemma 1.3, the language $K$ is recognized by an $m$-state AFA and the language $L$ is recognized by an $n$-state AFA. From the previous proof, we already know that every BFA, so also every AFA, for $K \cup L$ has at least $m+n$ states. Let us show that one more state is necessary for an AFA to accept $K \cup L$.

Assume for a contradiction that there is an AFA for $K \cup L$ with $m+n$ states. Then by Lemma 1.2 , the language $(K \cup L)^{R}$ is recognized by a DFA with $2^{m+n}$ states of which $2^{m+n-1}$ are final. It follows that the minimal DFA for $(K \cup L)^{R}$ has at most $2^{m+n-1}$ final states. However, we have $(K \cup L)^{R}=K^{R} \cup L^{R}=L(A) \cup L(B)$, and it follows from the proof of Lemma 4.2 that the number of final states in the minimal DFA for $L(A) \cup L(B)$ is

$$
2^{m-1}\left(2^{n-1}-1\right)+2^{m-1}\left(2^{n}-1\right)=2^{m+n-1}\left(1+\frac{1}{2}-\frac{1}{2^{n-1}}\right)>2^{m+n-1}
$$

since $n \geq 3$. This is a contradiction. Thus every AFA for $K \cup L$ has at least $m+n+1$ states.

Since the AFA complexity of a language and its complement is the same, the languages $K^{c}$ and $L^{c}$ are witnesses for intersection, while $K^{c}$ and $L$ are witnesses for difference.

Finally, the languages $K$ and $L$ meet the upper bound $m+n$ for symmetric difference, since we already know from the proof of Theorem 4.3 that every BFA, so also every AFA, for $K \oplus L$ has at least $m+n$ states.

All our results are summarized in Table 4.1 and Table 4.2.

| operation | BFA | $\|\Sigma\|$ | Theorem | AFA | $\|\Sigma\|$ | Theorem |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| complementation | $n$ | 1 | [B, Thm. 10] | $n$ | 1 | [B, Thm. 10] |
| union | $m+n$ | 1 | Theorem 4.3 | $m+n+1$ | 1 | Theorem 4.4 |
| intersection | $m+n$ | 1 | Theorem 4.3 | $m+n+1$ | 1 | Theorem 4.4 |
| difference | $m+n$ | 1 | Theorem 4.3 | $m+n+1$ | 1 | Theorem 4.4 |
| sym. difference | $m+n$ | 1 | Theorem 4.3 | $m+n$ | 1 | Theorem 4.4 |
| concatenation | $2^{m}+$ | 2 | Theorem 3.2 | $2^{m}+n+1$ | 2 | Theorem 3.2 |
| star | $2^{n}$ | 2 | [B, Thm. 11] | $2^{n}$ | 2 | [B, Thm. 11] |
| reversal | $2^{n}$ | 2 | [B, Thm. 12(c)] | $2^{n}$ | 2 | [B, Thm. 13(c)] |
| right quotient | $2^{\text {m }}$ | 2 | [B, Thm. 12(d)] | $2^{m}+1$ | 2 | [B, Thm. 13(d)] |
| left quotient | $m$ | 1 | [B, Thm. 12(e)] | $m+1$ | 1 | [B, Thm. 13(e)] |

Table 4.1: State complexities of operations on Boolean and alternating automata.

| operation | BFA | Theorem | AFA | Theorem |
| :--- | :---: | :---: | :---: | :---: |
| reversal | $n$ | $[\mathrm{~B}$, Theorem 14(e) $]$ | $n$ | $[\mathrm{~B}$, Corollary 15(d)] |
| star | $2 n$ | $[\mathrm{~B}$, Theorem 14(f) $]$ | $\leq 2 n+1$ | $[\mathrm{~B}$, Corollary 15(e) $]$ |
| left=right quotient | $m$ | $[\mathrm{~B}$, Theorem 14(g) $]$ | $\leq m+1$ | $[\mathrm{~B}$, Corollary 15(f) $]$ |

Table 4.2: State complexities of operations on unary Boolean and alternating automata.

## Chapter 5

## NFA-to-DFA Trade-Off

This chapter discourses a different view on the state complexity trade-off for regular operations. We investigate the NFA-to-DFA trade-off which assumes that the arguments entering an operation are represented by NFAs while the result is required to be a DFA.

We are motivated by two research problems from the literature: the complexity of the combined operations and the operational complexity on languages represented by self-verifying and unambiguous automata. The study of combined operations began with the paper by Salomaa et al. [49], and since then many different combined operations have been studied. If a given combined operation does not contain complementation then NFA-to-DFA trade-off for the outermost operation provides an upper bound on the complexity of the combined operation since we can perform each included operation on NFAs. Self-verifying and unambiguous automata are special forms of NFAs, while every DFA is self-verifying and unambiguous automaton. Therefore the NFA-to-DFA trade-off for a regular operation provides an upper bound on the complexity of the operation on self-verifying or unambiguous automata.

We examine the NFA-to-DFA trade-off for star, complementation, intersection, union, difference, symmetric difference, reversal, left and right quotient and concatenation. We start with the star operation where we provide tight upper bound $2^{n}$ with a binary witness and resolve the unary case where the tight upper bound is $(n-1)^{2}+2$. Then we show the tightness of the upper bound $2^{n}$ for complementation operation with binary witness, and asymptotically tight upper bound $F(n)$ in the unary case. We continue with Boolean operations where we provide upper bounds and show their tightness on ternary alphabet. We show that upper bound $2^{m+n}$ is asymptotically tight for binary alphabet for all four Boolean operations. For unary alphabet we give an estimation $\Theta(F(m+n))$; here $F(n)$ is Landaus function defined as $F(n)=\max \left\{\operatorname{lcm}\left(x_{1}, \ldots, x_{k}\right) \mid x_{1}+\cdots+x_{k} \leq n\right\}$ and it
is known that $F(n) \approx 2^{\sqrt{n \ln n}}$. We describe straight-forward solutions on NFA-to-DFA trade-off for reversal, left and right quotient, on binary (or larger) and unary alphabets. We conclude this chapter with the concatenation operation where we provide tight upper bound $\frac{3}{4} 2^{m+n}$ with a ternary witness. We show that this upper bound is asymptotically tight in the binary case. In the unary case, we get an upper bound $O(F(m+n))$ and a lower bound $\Omega(\max \{F(m), F(n)\})$.

The next three lemmas provide tools to guarantee reachability and distinguishability of all states in the subset automaton of an NFA with appropriate structure. Languages described by NFAs with similar or same transitions as in these lemmas are used as witness languages in this chapter.

Lemma 5.1. Let $A=(\{0,1, \ldots, n-1\},\{a, b\}, \cdot, 0,\{n-1\})$ be the NFA from Fig. 5.1 where $i \cdot a=\{i+1\}$ if $0 \leq i \leq n-2$, and $i \cdot b=\{0, i\}$. Then for each subset $S$ of $\{0,1, \ldots, n-1\}$, there exists a word $u_{S} \in\{a, b\}^{*}$ such that $0 \cdot u_{S}=S$.

Proof. In the subset automaton $\mathcal{D}(A)$, each singleton set $\{i\}$ is reached from the initial subset $\{0\}$ by $a^{i}$ and the empty set is reached from $\{n-1\}$ by $a$. Each set $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ of size $k$, where $2 \leq k \leq n$ and $0 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-1$, is reached from the set $\left\{i_{2}-i_{1}, i_{3}-i_{1}, \ldots, i_{k}-i_{1}\right\}$ of size $k-1$ by $b a^{i_{1}}$. This proves the reachability of all subsets of $\{0,1, \ldots, n-1\}$ by induction. Hence for each $S \subseteq\{0,1, \ldots, n-1\}$, there is a word $u_{S} \in\{a, b\}^{*}$ such that $0 \cdot u_{S}=S$.


Figure 5.1: An NFA with $2^{n}$ reachable subsets.

Lemma 5.2. Let $A=(\{0,1, \ldots, n-1\},\{a, b\}, \cdot, 0,\{n-1\})$ be the NFA from Fig. 5.2 where $i \cdot a=\{(i+1) \bmod n\}$ and $i \cdot b=\{0, i\}$ if $1 \leq i \leq n-1$. Then for each subset $S$ of $\{0,1, \ldots, n-1\}$, there exists a word $u_{S} \in\{a, b\}^{*}$ such that $0 \cdot u_{S}=S$.

Proof. The proof is the same as the proof of Lemma 5.1, but now the empty set is reached from $\{0\}$ by $b$.


Figure 5.2: An NFA with $2^{n}$ reachable subsets.

Lemma 5.3 (Distinguishability). Let $A$ be an NFA such that for every state $q$ of $A$ the singleton set $\{q\}$ is co-reachable in $A$. Then every two distinct states of the subset automaton $\mathcal{D}(A)$ are distinguishable.

Proof. Let us take two distinct subsets $S$ and $T$ of $\mathcal{D}(A)$. Without loss of generality, let $q \in S \backslash T$. Since the set $\{q\}$ is co-reachable in $A$, there is a word $w_{q}$ that is accepted by $A$ from the state $q$ and rejected from every other state. It follows that in $\mathcal{D}(A)$, the word $w_{q}$ is accepted from $S$ and rejected from $T$. Hence $S$ and $T$ are distinguishable in $\mathcal{D}(A)$.

### 5.1 Star

We start with the star operation. Its state complexity is $\frac{3}{4} 2^{n}$ [38] and its nondeterministic state complexity is $n+1[24]$. We show that the NFA-to-DFA trade-off for star is $2^{n}$.

Theorem 5.4 (Star). Let $n \geq 2$. Let $L$ be a language over an alphabet $\Sigma$ recognized by an n-state NFA. Then $\operatorname{sc}\left(L^{*}\right) \leq 2^{n}$, and the bound is tight if $|\Sigma| \geq 2$.

Proof. Let $L$ be recognized by an $n$-state NFA $A=(Q, \Sigma, \cdot, s, F)$. Construct an MNFA $N$ recognizing $L^{*}$ from $A$ as follows. First, for each transition $(p, a, q)$ in $A$ with $q \in F$, add the transition $(p, a, s)$. Next, if $s \notin F$, then add a new initial and final state $q_{0}$ to accept the empty word. Consider the subset automaton $\mathcal{D}(N)$. The only reachable set in $\mathcal{D}(N)$ containing the state $q_{0}$ is the initial subset $\left\{s, q_{0}\right\}$. All the remaining reachable sets are subsets of $Q$. Moreover, if a reachable set contains a final state of $A$, then it also contains the state $s$. If $A$ has a final state different from $s$, then at least $2^{n-2}$ sets are unreachable in $\mathcal{D}(N)$, so the upper bound is $1+(3 / 4) 2^{n}$ in this case. If $F=\{s\}$, then the construction above results in the same automaton, so $L^{*}=L$. In such a case, the upper bound is $2^{n}$.

To prove tightness, consider the binary language $L$ recognized by the $n$-state NFA $A=(\{0,1, \ldots, n-1\},\{a, b\}, \cdot, 0,\{0\})$ shown in Fig. 5.3 where for each state $i, i \cdot a=$ $\{i+1 \bmod n\}$, and $i \cdot b=\{0, i\}$ if $i \geq 1$. Then $L^{*}=L$. In the subset automaton $\mathcal{D}(A)$, all subsets of $\{0, \ldots, n-1\}$ are reachable by Lemma 5.2. Since every singleton set is
co-reachable in $A$ via a word in $a^{*}$, all the states of $\mathcal{D}(A)$ are pairwise distinguishable by Lemma 5.3 .


Figure 5.3: A binary witness NFA for star meeting the upper bound $2^{n}$.

The witness from the previous proof is described over a binary alphabet. It is impossible to meet the upper bound $2^{n}$ in the unary case since every unary $n$-state NFA can be simulated be a DFA with $2^{O(\sqrt{n \ln n})}$ states [9]. The next theorem provides the tight upper bound in the unary case.

Theorem 5.5. Let $n \geq 6$. Let $L$ be a unary language recognized by an $n$-state NFA. Then $\mathrm{sc}\left(L^{*}\right) \leq(n-1)^{2}+2$, and this bound is tight.

Proof. To get lower bound consider the $n$-state NFA from Fig.5.4. This NFA recognizes the language $L=\{\varepsilon\} \cup\left\{a^{c n+d(n-1)} \mid c>0, d \geq 0\right\}$ and $L^{*}=L$ since 0 is the unique final state. We have $\operatorname{gcd}(n, n-1)=1$. By [55, Lemma 5.1](b) the largest integer that cannot be presented as $c n+d(n-1)$ with $c>0, d \geq 0$ is $(n-1)^{2}$. It follows that the minimal DFA for $L^{*}=L$ has $(n-1)^{2}+2$ states.

Now we show that $(n-1)^{2}+2$ states are sufficient. Let $A=(Q,\{a\}, \cdot, s, F)$ be an arbitrary unary $n$-state NFA. First, assume that there is at least one final state $f \neq s$. Construct an NFA $N=(Q,\{a\}, \circ, s, F)$ for language $L(A)^{+}$from $A$ by adding transition $(q, a, s)$ whenever $q \cdot a \in F$. To get a DFA for $L(A)^{*}$ it is enough to make the initial state $\{s\}$ of the DFA $\mathcal{D}(N)$ final; notice that $\{s\}$ has no in-transitions in $\mathcal{D}(N)$.


Figure 5.4: A unary witness for star meeting the upper bound $(n-1)^{2}+2$.

Let $t$ be smallest number such that $s \in s \circ a^{t}$ in $N$. Define

$$
S_{i, t}=\{s\} \circ a^{i t} .
$$

Our aim is to show that $S_{i-1, t} \subseteq S_{i, t}$. For $i=1$ this claim holds since $S_{0, t}=\{s\}$ and $S_{1, t}=\{s\} \circ a^{t}=\{s\} \cup S^{\prime}$ for some set $S^{\prime} \subseteq Q$. If $i>1$ then

$$
\begin{gathered}
S_{i, t}=\{s\} \circ a^{i t}= \\
\left(\{s\} \cup S^{\prime}\right) \circ a^{(i-1) t}=\left(\{s\} \circ a^{(i-1) t}\right) \cup\left(S^{\prime} \circ a^{(i-1) t}\right)=S_{i-1, t} \cup\left(S^{\prime} \circ a^{(i-1) t}\right) \supseteq S_{i-1, t} .
\end{gathered}
$$

We have two cases:
(1) $S_{i-1, t}=S_{i, t}$, for some $i \leq n-1$;
(2) $S_{n-1, t}=Q$.

In both cases the number of states in the subset automaton $\mathcal{D}(N)$ is at most $t(n-1)+1$ which is at most $(n-1)^{2}+1$.

Now let $F=\{s\}$. Then $L(A)^{*}=L(A)$, which means that $A$ is an NFA for $L(A)^{*}$. If no transition in $A$ goes to $s$, then $L(A)=\{\varepsilon\}$ and DFA for such language needs only one state. Otherwise, let $t$ be the smallest number such that $s \in s \cdot a^{t}$ and $S_{i, t}$ be defined as above. If $t \leq n-1$ then we get an upper $(n-1)^{2}+1$ in the same way as we did when $F \neq\{s\}$.

Let $t=n$. This means that we can label the states in $Q$ with numbers $0,1, \ldots, n-1$ such that $0=s$ and NFA $A$ has the transition $(i, a, i+1)$ for $i=0,1, \ldots, n-2$ and the transition $(n-1, a, 0)$ and does not have any transition $(i, a, j)$ where $j>i+1$. If there is no transition $(i, a, j)$ with $j \leq i$, then $A$ is deterministic. Otherwise, each such transition forms a loop $(j, j+1, \ldots, i)$ of length $i-j+1$. Assume that there exist $k$ loops of distinct lengths $l_{1}, \ldots, l_{k}$ in $A$.

First consider $k \geq 2$. Then $S_{1, n} \subseteq\left\{s, n-l_{1}, n-l_{2}, \ldots, n-l_{k}\right\}$, so $S_{1}$ has at least 3 elements. Moreover $S_{i-1, n}=S_{i, n}$ for some $i \leq n-2$, or $S_{n-2, n}=Q$. So automaton $\mathcal{D}(A)$ has at most $1+(n-2) n=(n-1)^{2}$ reachable states, which is less than $(n-1)^{2}+2$.

Now let $k=1$. Then $A$ accepts words of length $c n+d l_{1}$, where $c>0$ and $d \geq 0$. If $\operatorname{gcd}\left(n, l_{1}\right)=1$ then by [55, Lemma 5.1](b) the largest integer that cannot be presented as $c n+d l_{1}$ is $(n-1) l_{1}$. This means that $\mathcal{D}(A)$ has $(n-1) l_{1}+2$ states, which is at most $(n-1)^{2}+2$.

But if, on the contrary, $\operatorname{gcd}\left(n, l_{1}\right)=q, q \geq 2$, we can reduce $A$ with $q$ and construct NFA $A^{\prime}$ where every $q$ transitions in $A$ would be one in $A^{\prime}$ and there would be $\frac{n}{q}$ states
instead of $n$. Since $\operatorname{gcd}\left(\frac{n}{q}, \frac{l_{1}}{q}\right)=1$ we can use [55, Lemma 5.1](b), so the largest integer that cannot be presented as $c \frac{n}{q}+d \frac{l_{1}}{q}$ is $\left(\frac{n}{q}-1\right) \frac{l_{1}}{q}$. Thus the number of states needed for $\mathcal{D}\left(A^{\prime}\right)$ is $\left(\frac{n}{q}-1\right) \frac{l_{1}}{q}+2=\frac{n l_{1}}{q^{2}}-\frac{l_{1}}{q}+2$. Now we can expand $\mathcal{D}\left(A^{\prime}\right)$ to $\mathcal{D}(A)$. The number of states needed for $\mathcal{D}(A)$ is $\left(\frac{n l_{1}}{q^{2}}-\frac{l_{1}}{q}+2\right) q$ and we can estimate this number for $n \geq 6$ : $\left(\frac{n l_{1}}{q^{2}}-\frac{l_{1}}{q}+2\right) q=\frac{n l_{1}}{q}-l_{1}+2 q<\frac{n l_{1}}{2}+2 l_{1}=l_{1}\left(\frac{n}{2}+2\right) \leq(n-1)\left(\frac{n}{2}+2\right)<(n-1)^{2}+2$.

### 5.2 Boolean Operations

We continue with complementation, union, intersection, difference and symmetric difference. Let us first provide tight upper bound $2^{n}$ for complementation which contrasts its state complexity $n$ and is the same as its non-deterministic state complexity $2^{n}$ [24].

Theorem 5.6 (Complementation). Let $L$ be a language over $\Sigma$ recognized by an $n$ state NFA. Then $\operatorname{sc}\left(L^{c}\right) \leq 2^{n}$, and the bound is tight if $|\Sigma| \geq 2$.

Proof. Let $A$ be an $n$-state NFA recognizing $L$. We apply the subset construction to $A$ and get a $2^{n}$-state DFA recognizing $L$. Then we invert the finality of every state to get a $2^{n}$-state DFA recognizing $L^{c}$. For tightness, let $L$ be the binary language recognized by the NFA $A$ shown in Fig. 5.1 on page 31. By Lemma 5.1. every subset of $\{0,1, \ldots, n-1\}$ is reachable in the subset automaton $\mathcal{D}(A)$. Since every singleton set is co-reachable in $A$ via a word in $a^{*}$, all states of $\mathcal{D}(A)$ are pairwise distinguishable by Lemma 5.3. Thus the minimal DFA for $L$ has $2^{n}$ states, and we get $\operatorname{sc}\left(L^{c}\right)=\operatorname{sc}(L)=2^{n}$.

The binary alphabet used in the previous theorem is optimal since every unary $n$ state NFA can be simulated by a DFA of $2^{O(\sqrt{n \ln n})}$ states 9]. The next theorem gives an asymptotically tight upper bound on the NFA-to-DFA trade-off for complementation in the unary case.

Theorem 5.7. Let $L$ be a unary language recognized by an $n$-state $N F A$. Then $\mathrm{sc}\left(L^{c}\right)=$ $\Theta(F(n))$.

Proof. The upper bound is given by the complexity of determinization of $n$-state unary NFA which is $O(F(n))$ by [9, Theorem 4.4]. To get tightness consider the partition $n-1=$ $x_{1}+\cdots+x_{k}$ such that $F(n-1)=\operatorname{lcm}\left(x_{1}, \ldots, x_{k}\right)$. Let $L$ be the language recognized by $n$-state NFA with a non-final initial state which has nondeterministic transitions to $k$ non final states that are in disjoint cycles of lengths $x_{1}, \ldots, x_{k}$. All the remaining states in each cycle are final. See Fig. 5.5 for an example with $x_{1}=2, x_{2}=3, x_{3}=5$. Then DFA for $L$ has a tail of length 1 consisting of non-final states and a loop of length $\operatorname{lcm}\left(x_{1}, \ldots, x_{k}\right)$.

Each state from the loop is final with the exception for the state that follows the tail. This means that the loop is minimal, so $\operatorname{sc}\left(L^{c}\right)=\operatorname{sc}(L) \geq F(n-1)=\Omega(F(n))$.


Figure 5.5: Example with $x_{1}=2, x_{2}=3, x_{3}=5$.
Now we continue NFA-to-DFA trade-off for four binary Boolean operations. First, we recall some notions. We call a state $q$ of a DFA $A=(Q, \Sigma, \cdot, s, F)$ a sink state if $q \cdot a=q$ for every letter $a \in \Sigma$. The state $q$ is called dead if reading every word from the state $q$ results in a non-accepting state of $A$.

To get an automaton recognizing union, intersection, difference, or symmetric difference of two languages we use the product construction as described in Preliminaries. Let us recall its construction here.

Let $A=\left(Q_{A}, \Sigma, \cdot{ }_{A}, s_{A}, F_{A}\right)$ and $B=\left(Q_{B}, \Sigma, \cdot_{B}, s_{B}, F_{B}\right)$ be DFAs over an alphabet $\Sigma$. Let $\circ \in\{\cap, \cup, \backslash, \oplus\}$. Then the language $L(A) \circ L(B)$ is recognized by the product automaton

$$
M_{\circ}=\left(Q_{A} \times Q_{B}, \Sigma, \cdot,\left(s_{A}, s_{B}\right), F_{\circ}\right)
$$

where $(p, q) \cdot a=\left(p \cdot{ }_{A} a, q \cdot B a\right)$ for all $p \in Q_{A}, q \in Q_{B}$, and $a \in \Sigma$, and

$$
F_{\circ}= \begin{cases}F_{A} \times F_{B}, & \text { if } \circ=\cap ; \\ \left(F_{A} \times Q_{B}\right) \cup\left(Q_{A} \times F_{B}\right), & \text { if } \circ=\cup ; \\ F_{A} \times\left(Q_{B} \backslash F_{B}\right), & \text { if } \circ=\backslash ; \\ \left(F_{A} \times\left(Q_{B} \backslash F_{B}\right)\right) \cup\left(\left(Q_{A} \backslash F_{A}\right) \times F_{B}\right), & \text { if } \circ=\oplus\end{cases}
$$

If the operation inputs are given by NFAs, we first apply the subset construction to get DFAs for those inputs. Then we construct the corresponding product automaton. Notice that every subset automaton has at least one rejecting sink state, namely, the empty set. The following lemma provides upper bounds for Boolean operations on DFAs considering the presence of the rejecting sink states.

Lemma 5.8. Let $K$ and $L$ be languages over $\Sigma$ accepted by DFAs with $m$ and $n$ states respectively. Assume that both DFAs have a rejecting sink state. Then $\operatorname{sc}(K \cup L) \leq m n$, $\mathrm{sc}(K \oplus L) \leq m n, \quad \operatorname{sc}(K \cap L) \leq m n-m-n+2$, and $\operatorname{sc}(K \backslash L) \leq m n-n+1$.

Proof. For each Boolean operation $\circ \in\{\cup, \cap, \backslash, \oplus\}$, the language $K \circ L$ is recognized by the product automaton $M_{\circ}$ which has $m n$ states. This gives the upper bounds for union and symmetric difference. Let $d_{A}$ and $d_{B}$ be the rejecting sink states of $A$ and $B$, respectively. Then in the product automaton $M_{\cap}$ recognizing $K \cap L$, the states $\left(d_{A}, q\right)$ with $q \in Q_{B}$ and the states $\left(p, d_{B}\right)$ with $p \in Q_{A}$ are dead and can be merged into one sink state. This gives the upper bound $(m-1)(n-1)+1=m n-m-n+2$. In the product automaton $M_{\backslash}$ recognizing $K \backslash L$, the states $\left(d_{A}, p\right)$ with $p \in Q_{B}$ are dead, which gives the upper bound $(m-1) n+1=m n-n+1$.

Now we are ready to get tight upper bounds on NFA-to-DFA trade-off for Boolean operations.

Theorem 5.9 (Boolean operations). Let $K$ and $L$ be languages over $\Sigma$ recognized by an $m$-state and $n$-state NFA, respectively, where $m, n \geq 2$. Then
(a) $\operatorname{sc}(K \cup L) \leq 2^{m+n}$,
(b) $\operatorname{sc}(K \oplus L) \leq 2^{m+n}$,
(c) $\operatorname{sc}(K \cap L) \leq 2^{m+n}-2^{m}-2^{n}+2$,
(d) $\operatorname{sc}(K \backslash L) \leq 2^{m+n}-2^{n}+1$.

All these bounds are tight if $|\Sigma| \geq 3$.
Proof. Let $A$ be an $m$-state NFA recognizing $K$ and $B$ be an $n$-state NFA recognizing $L$. Consider the corresponding subset automata $\mathcal{D}(A)$ and $\mathcal{D}(B)$ with $2^{m}$ and $2^{n}$ states, respectively. Both of them have at least one rejecting sink state, namely, the empty set. Then all upper bounds follow from Lemma 5.8.

For tightness, let $K$ and $L$ be the languages recognized by NFAs $A$ and $B$ from Fig. 5.6. Notice that transitions on $b$ in $A$ are the same in both automata, performing a loop and a return to the initial state. The roles of the transitions on $a$ and $c$ are mutually exchanged. It follows from Lemma 5.1 that for every $S \subseteq\{0,1, \ldots, m-1\}$, there is a word $u_{S} \in\{a, b\}^{*}$ such that $0 \cdot_{A} u_{S}=S$, and for every $T \subseteq\{0,1, \ldots, n-1\}$, there is a word $v_{T} \in\{b, c\}^{*}$ such that $0 \cdot{ }_{B} v_{T}=T$.


Figure 5.6: Ternary witnesses for Boolean operations.

Let $\circ \in\{\cup, \oplus, \cap, \backslash\}$. Construct the product automaton $M_{\circ}$ from DFAs $\mathcal{D}(A)$ and $\mathcal{D}(B)$. The initial state of $M_{\circ}$ is $(\{0\},\{0\})$. Let $S \subseteq\{0,1, \ldots, m-1\}$ and $T \subseteq\{0,1, \ldots, n-1\}$. If $0 \in S$ then the state $(S, T)$ is reachable in $M_{\circ}$ from the initial state by the word $u_{S} v_{T}$. Otherwise, to reach $(S, T)$ with $S=\left\{s_{1}, \ldots, s_{k}\right\}$ we first reach $\left(S^{\prime}, T\right)$, where $S^{\prime}=\left\{0, s_{2}-s_{1}, \ldots, s_{k}-s_{1}\right\}$ by the word $u_{S^{\prime}} v_{T}$. Then we read $a^{s_{1}}$ to get $(S, T)$. Hence each state of $M_{\circ}$ is reachable.

To prove distinguishability first consider union. Then $(S, T)$ is final in $M_{\cup}$ if $m-1 \in S$ or $n-1 \in T$. Let $(S, T)$ and $\left(S^{\prime}, T^{\prime}\right)$ be two distinct states of $M_{\cup}$. Then $S \neq S^{\prime}$ or $T \neq T^{\prime}$. In the first case, let without loss of generality $s \in S \backslash S^{\prime}$. Consider the word $a^{m-1-s} c^{n}$ and notice that

$$
\begin{aligned}
& (S, T) \xrightarrow{a^{m-1-s} c^{n}}\left(\{m-1\} \cup S_{1}, \emptyset\right) \text { for some } S_{1} \subseteq\{0,1, \ldots, m-1\} ; \\
& \left(S^{\prime}, T^{\prime}\right) \xrightarrow{a^{m-1-s} c^{n}}\left(S_{1}^{\prime}, \emptyset\right) \text { where } m-1 \notin S_{1}^{\prime} .
\end{aligned}
$$

It follows that $a^{m-1-s} c^{n}$ is accepted by $M_{\cup}$ from $(S, T)$ and rejected from $\left(S^{\prime}, T^{\prime}\right)$. The case of $T \neq T^{\prime}$ is symmetric. We can prove distinguishability for symmetric difference in the exact same manner.

Now consider intersection. A state $(S, T)$ is final in $M_{\cap}$ iff $m-1 \in S$ and $n-1 \in T$. All states $(\emptyset, T)$ with $T \subseteq\{0,1, \ldots, n-1\}$ and $(S, \emptyset)$ with $S \subseteq\{0,1, \ldots, m-1\}$ are dead in $M_{\cap}$. If $s \in S$ and $t \in T$, then the word $a^{m-1-s} c^{n-1-t}$ is accepted by $M_{\cap}$ from $(S, T)$, so $(S, T)$ is not dead. Let $S, T, S^{\prime}, T^{\prime}$ be non-empty such that $(S, T) \neq\left(S^{\prime}, T^{\prime}\right)$. Then $S \neq S^{\prime}$ or $T \neq T^{\prime}$. In the first case, let $s \in S \backslash S^{\prime}$ and $t \in T$. Consider the
word $a^{m-1-s} c^{n-1-t}$. Notice that

$$
\begin{gathered}
\quad(S, T) \xrightarrow{a^{m-1-s} c^{n-1-t}}\left(\{m-1\} \cup S_{1},\{n-1\} \cup T_{1}\right) \text { for some } S_{1}, T_{1} ; \\
\left(S^{\prime}, T^{\prime}\right) \xrightarrow{a^{m-1-s} c^{n-1-t}}\left(S_{1}^{\prime}, T_{1}^{\prime}\right) \text { for some } S_{1}^{\prime}, T_{1}^{\prime} \text { with } m-1 \notin S_{1}^{\prime} .
\end{gathered}
$$

Thus $a^{m-1-s} c^{n-1-t}$ is accepted by $M_{\cap}$ from $(S, T)$ and rejected from $\left(S^{\prime}, T^{\prime}\right)$. The case of $T \neq T^{\prime}$ is symmetric.

Finally, consider the difference $K \backslash L$. A state $(S, T)$ is final in $M_{\backslash}$ iff $m-1 \in S$ and $n-1 \notin T$. All states $(\emptyset, T)$ with $T \subseteq\{0,1, \ldots, n-1\}$ are dead in $M$. Let $S \neq \emptyset$. If $s \in S$, then the word $a^{m-1-s} c^{n}$ is accepted from $(S, T)$, so $(S, T)$ is not dead. Let $S \neq \emptyset$, $S^{\prime} \neq \emptyset,(S, T) \neq\left(S^{\prime}, T^{\prime}\right)$. If $s \in S \backslash S^{\prime}$, then

$$
\begin{aligned}
& (S, T) \xrightarrow{a^{m-1-s} c^{n}}\left(\{m-1\} \cup S_{1}, \emptyset\right) \text { for some } S_{1} ; \\
& \left(S^{\prime}, T^{\prime}\right) \xrightarrow{a^{m-1-s} c^{n}}\left(S_{1}^{\prime}, \emptyset\right) \text { for some } S_{1}^{\prime} \text { with } m-1 \notin S_{1}^{\prime} .
\end{aligned}
$$

Thus the word $a^{m-1-s} c^{n}$ is accepted by $M \backslash$ from $(S, T)$ and rejected from $\left(S^{\prime}, T^{\prime}\right)$. If $S=S^{\prime}$, $s \in S$, and $t \in T \backslash T^{\prime}$, then take the word $a^{m-1-s} c^{n-1-t}$ :

$$
\begin{aligned}
& \quad(S, T) \xrightarrow{a^{m-1-s} c^{n-1-t}}\left(\{m-1\} \cup S_{1},\{n-1\} \cup T_{1}\right) \text { for some } S_{1}, T_{1} ; \\
& \left(S^{\prime}, T^{\prime}\right) \xrightarrow{a^{m-1-s} c^{n-1-t}}\left(\{m-1\} \cup S_{1}, T_{1}^{\prime}\right) \text { where } n-1 \notin T_{1}^{\prime} .
\end{aligned}
$$

Thus $a^{m-1-s} c^{n-1-t}$ is rejected by $M \backslash$ from $(S, T)$ and accepted from $\left(S^{\prime}, T^{\prime}\right)$. This concludes the proof.

Now we show that the upper bound $2^{m+n}$ is asymptotically tight in the binary case.


Figure 5.7: Binary NFAs $A$ and $B$ with $\operatorname{sc}(L(A) \cup L(B))=2^{m+n-1}+m+n$.

Theorem 5.10. Let $m, n \geq 2$ and languages $K$ and $L$ be defined by binary NFAs $A$ and $B$ with $m$ and $n$ states from Fig. 5.7. Then

- $\operatorname{sc}(K \cup L)=\operatorname{sc}(K \oplus L)=2^{m+n-1}+m+n \geq \frac{1}{2} 2^{m+n}$,
- $\operatorname{sc}(K \cap L)=2^{m+n-1}+m+n-2^{m}-2^{n}+2 \geq \frac{1}{4} 2^{m+n}$,
- $\operatorname{sc}(K \backslash L)=2^{m+n-1}+m+n-2^{n}+1 \geq \frac{1}{4} 2^{m+n}$.

Proof. Let $\circ \in\{\cup, \oplus, \cap, \backslash\}$. Construct the product automaton $M_{\circ}$ for $K \circ L$ using the subset automata $\mathcal{D}(A)$ and $\mathcal{D}(B)$. The initial state of $M_{\circ}$ is $(\{0\},\{0\})$ and let $S \subseteq$ $\{0,1, \ldots, m-1\}$ and $T \subseteq\{0,1, \ldots, n-1\}$. We denote $S \oplus 1=\{i+1 \mid i \in S \backslash\{m-1\}\}$ and if $s=\min S$ we denote $S \ominus s=\{i-s \mid i \in S\}$. The sets $T \oplus 1$ and $T \ominus \min T$ are defined analogously. Notice that if $S$ and $T$ are non-empty then by reading $a$ from any $(S, T)$ we reach state $(S \oplus 1, T \cup\{0\})$ and by reading $b$ we reach state $(S \cup\{0\}, T \oplus 1)$ which results in an observation that exactly one of $S$ or $T$ can contain the initial state of the corresponding automaton, except for the initial state $(\{0\},\{0\})$. This means that the set of possible reachable states $\mathcal{R}$ consists of pairs $(S, T)$ of three types:
(1) $(S, \emptyset),(\emptyset, T)$;
(2) $(\{0\},\{j\}),(\{i\},\{0\})$, where $i \in Q_{A}$ and $j \in Q_{B}$;
(3) $(S, T)$, where either $0_{A} \in S$ and $0_{B} \notin T, T \neq \emptyset$, or $0_{B} \in T$ and $0_{A} \notin S, S \neq \emptyset$.

So $\mathcal{R}$ contains $\left(2^{m+n-1}-2^{m}-2^{n}+2\right)+\left(2^{m}+2^{n}-1\right)+(m+n-1)=2^{m+n-1}+m+n$ states. Let us show that all pairs in $\mathcal{R}$ are reachable. By Lemma 5.1, there exists a word $u_{S} \in\{a, b\}^{*}$ such that $0_{A} \cdot u_{S}=S$ and $u_{T} \in\{a, b\}^{*}$ such that $0_{B} \cdot u_{T}=T$
(1) Let $S=\emptyset$ or $T=\emptyset$. Then $(\{0\},\{0\}) \xrightarrow{a^{m}}(\{\emptyset\},\{0\}) \xrightarrow{u_{T}}(\emptyset, T)$, and the proof for $T=\emptyset$ is symmetric.
(2) Let $S=\{0\}$ and $T=\{j\}$ or $S=\{i\}$ and $T=\{0\}$. Then $(\{0\},\{0\}) \xrightarrow{b^{j}}(\{0\},\{j\})$, and $(\{0\},\{0\}) \xrightarrow{a^{i}}(\{i\},\{0\})$.
(3) Let $0 \in S$ and $T=\{j\}$ where $j \neq 0$ or $0 \in T$ and $S=\{i\}$ where $i \neq 0$. We prove this case by using induction on the size of $S$. The basis, $|S|=1$, was shown in (2). Let $|S| \geq 2$. Denote $s$ as minimal element of $S \backslash\{0\} ; s=\min (S \backslash\{0\})$ and $S^{\prime}=(S \backslash\{0\})$. Then $\left(S^{\prime},\{n-1\}\right)$ is reachable by the induction hypothesis, and we get $\left(S^{\prime},\{n-1\}\right) \xrightarrow{a^{s}}(S \backslash\{0\},\{0, n-1\}) \xrightarrow{b^{j}}(S,\{j\})$. Symmetrically by swapping $a$ and $b$ we prove the other case.
(4) Let $0 \in S, 0 \notin T, T \neq \emptyset$; or $0 \in T, 0 \notin S, S \neq \emptyset$. We prove the first sub-case by induction on $|S|$. The basis, $|S|=1$, is proved in cases (2)-(3). Assume that the claim holds if $|S|=k$. Let $|S|=k+1$. Take $(S \backslash\{0\}, T \ominus \min T)$, with $|S \backslash\{0\}|=k$. Then by $(S \backslash\{0\}, T \ominus \min T) \xrightarrow{b^{\min T}}(S, T)$ we obtain $(S, T)$. The second sub-case is proved in a symmetric way.

The proof for distinguishability for $\circ \in\{\cup, \cap, \oplus\}$ is the same as in the proof of Theorem 5.9 but with one condition, we replace the letter $c$ with $b$. For $\circ=\backslash$ we continue likewise, we replace the letter $c$ with $b$, but we deal with another situation when $S=S^{\prime}$. If $T$ and $T^{\prime}$ differ in a state $t>0$ then we can continue as in the proof of Theorem 5.9. Otherwise $T=\{0\} \cup T^{\prime}$, which means $0 \notin T^{\prime}$ and therefore $0 \in S^{\prime}$. Since $S^{\prime}=S$ we get $0 \in S$. The fact that $0 \in S$ and $0 \in T$ follows that $T=\{0\}$ and $S=S^{\prime}=\{0\}$. Thus $T^{\prime}=\emptyset$. We then distinguish such pairs in the following way:

$$
\begin{aligned}
& (\{0\},\{0\}) \xrightarrow{a^{m-1} c^{n-1}}(\{m-1\},\{n-1\}) \text { and reject; } \\
& \quad(\{0\}, \emptyset) \xrightarrow{a^{m-1} c^{n-1}}(\{m-1\}, \emptyset) \text { and accept. }
\end{aligned}
$$

This concludes the proof.
We showed that the upper bound $2^{m+n}$ for Boolean operations is asymptotically tight in the binary case. The next theorem deals with the unary case.

Theorem 5.11. Let $\circ \in\{\cup, \cap, \oplus, \backslash\}$ and $K$ and $L$ be unary languages recognized by $N F A s$ with $m$ and $n$ states respectively. Then $\mathrm{sc}(K \circ L)=O(F(m+n))$. For infinitely many pairs $(m, n)$ there exist unary languages $K$ and $L$ recognized by m-state and $n$-state $N F A$, respectively, such that $\operatorname{sc}(K \circ L)=\Omega(F(m+n))$.

Proof. Let $A$ and $B$ be unary $m$-state and $n$-state NFAs for $K$ and $L$, respectively. We can convert $A$ and $B$ into automata $A^{\prime}$ and $B^{\prime}$ in Chrobak normal form [9], Fig. 5.8. The NFA $A^{\prime}$ consists of a tail of length at most $m^{2}$ that ends in exactly one nondeterministic transition going to $k$ disjoint cycles of length $x_{1}, \ldots, x_{k}$, where $x_{1}+x_{2}+\cdots+x_{k} \leq m$. Similarly $B^{\prime}$ has a tail of length at most $n^{2}$ and disjoint cycles of length $y_{1}, y_{2}, \ldots, y_{l}$, where $y_{1}+y_{2}+\cdots+y_{l} \leq n$. Then $K \circ L$ is accepted by a DFA with a tail of length at $\operatorname{most} \max \left(m^{2}, n^{2}\right)$ and a cycle of size $\operatorname{lcm}\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{l}\right) \leq F(m+n)$. In total this DFA has $O(F(m+n))$ states.

To get a lower bound let us take the partition $m+n-2 \geq x_{1}+x_{2}+\cdots+x_{k}$ such that $F(m+n-2)=\operatorname{lcm}\left(x_{1}, x_{2}, \ldots, x_{k}\right)$. We may assume that $x_{i}$ and $x_{j}$ are pairwise co-prime and $2 \leq x_{1}<x_{2}<\cdots<x_{k}$. Let $m^{\prime}=1+x_{1}$ and $n^{\prime}=1+x_{2}+\cdots+x_{k}$. Let
$A$ and $B$ be NFAs from Fig. 5.9. Automaton $A$ has $m^{\prime}$ states and automaton $B$ has $n^{\prime}$ states. Let $K=L(A)$ and $L=L(B)$. Then $K \circ L$ is accepted by DFA $D$ with a tail of length 1 and a loop of length $x_{1} x_{2} \cdots x_{k}$; see Fig. 5.10 where $x_{1}=2, x_{2}=3, x_{3}=5$ and $\circ=\cup$. Each state from these $x_{1} x_{2} \cdots x_{k}$ can be labeled by a tuple $\left(v_{1}, \ldots, v_{k}\right)$, where $v_{i}$ is the remainder after dividing by $x_{i}$ and each such tuple is unique. The set of final states differs for $\circ \in\{\cap, \cup, \oplus, \backslash\}$. For $\cap$ the set of final states contains only the state $(0, \ldots, 0)$. For $\cup$ the set of final states consists of the initial state $s$ and the states $v=\left(v_{1}, \ldots, v_{k}\right)$ where $v_{i}=0$ for an $i=1, \ldots, k$. For $\oplus$ take $F_{D}=\{s\} \cup\left\{\left(v_{1}, \ldots, v_{k}\right) \mid\right.$ $\left(v_{1}=0 \wedge v_{i} \neq 0\right.$ for each $\left.i \geq 2\right) \vee\left(v_{1} \neq 0 \wedge v_{i}=0\right.$ for an $\left.\left.i \geq 2\right)\right\}$. Finally for $\backslash$ we take $F_{D}=\{s\} \cup\left\{\left(v_{1}, \ldots, v_{k}\right) \mid\left(v_{1}=0 \wedge v_{i} \neq 0\right.\right.$ for each $\left.\left.i \geq 2\right)\right\}$.

To prove distinguishability, our general approach is to take two distinct states $u=$ $\left(u_{1}, \ldots, u_{k}\right)$ and $v=\left(v_{1}, \ldots, v_{k}\right)$ that we would like to distinguish by a word $a^{w}$. In our notation with $\bmod x_{i}$ the word $a^{w}$ is in fact $a^{\left(w_{1}, w_{2}, \ldots, w_{k}\right)}$. Then reading $a^{w}$ from state $u$ looks like this:

$$
\left(u_{1}, \ldots, u_{k}\right) \xrightarrow{a^{w}}\left(\left(u_{1}+w_{1}\right) \bmod x_{1}, \ldots,\left(u_{k}+w_{k}\right) \bmod x_{k}\right),
$$

and for each operation we define a specific $w=\left(w_{1}, \ldots, w_{k}\right)$. Its existence follows from Chinese remainder theorem since $x_{1}, \ldots, x_{k}$ are pairwise co-prime and greater than one.
$\cap$ : Since $u$ and $v$ are distinct, there is an $i$ such that $u_{i} \neq v_{i}$. Take $w=\left(w_{1}, \ldots, w_{k}\right)$ where $w_{i}=x_{i}-u_{i}$ for each $i=1, \ldots, k$. Then

$$
\left(u_{1}, \ldots, u_{k}\right) \xrightarrow{a^{\left(w_{1}, \ldots, w_{k}\right)}}(0, \ldots, 0)
$$

while the $i$ th component of $v+w$ is different from zero. Hence $w$ is accepted from $u$ and rejected from $v$.


Figure 5.8: The Chrobak normal form of NFAs $A$ and $B$.


Figure 5.9: NFAs $A$ and $B$ with $m^{\prime}=1+x_{1}$ and $n^{\prime}=1+x_{2}+\cdots+x_{k}$ states.


Figure 5.10: DFA $D$ for $K \cup L$ with $x_{1}=2, x_{2}=3, x_{3}=5$.
$\cup$ : Let $u_{i} \neq v_{i}$. Take $w=\left(w_{1}, \ldots, w_{k}\right)$ where $w_{i}=x_{i}-u_{i}$, and for each $j \neq i, 1 \leq j \leq k$ take $w_{j}=1$ iff $v_{j}=0$ and $w_{j}=0$ iff $v_{j} \neq 0$. Then the $i$ th component of $u+w$ is zero, while the each component of $v+w$ is different from zero. Hence $w$ is accepted from $u$ and rejected from $v$.
$\backslash:$ We consider two cases. Firstly, when $u_{1} \neq v_{1}$. We take $w=\left(w_{1}, \ldots, w_{k}\right)$ where $w_{1}=x_{1}-u_{1}$, and for $2 \leq j \leq k$ take $w_{j}=1$ iff $u_{j}=0$ and $w_{j}=0$ iff $u_{j} \neq 0$. Then the first component of $u+w$ is zero and any other is non-zero, while each component of $v+w$ is non-zero. Hence $w$ is accepted from $u$ and rejected from $v$. Now let $u_{1}=v_{1}$. Then there is $i \geq 2$ such that $u_{i} \neq v_{i}$. We take $w=\left(w_{1}, \ldots, w_{k}\right)$ where $w_{1}=x_{1}-u_{1}$, and for $2 \leq j \leq k$ take $w_{j}=1$ iff $u_{j}=0$ and $w_{j}=0$ iff $u_{j} \neq 0$. Then the first and $i$ th component of $u+w$ are zeroes, while the first component of $v+w$ is zero and any other is non-zero. Hence $w$ is accepted from $v$ and rejected from $u$.
$\oplus:$ We consider two cases. Firstly, when $u_{1} \neq v_{1}$, we set $w_{1}=x_{1}-u_{1}$ and for $2 \leq i \leq k$,

$$
w_{i}= \begin{cases}0, & \text { if } u_{i} \neq 0 \text { and } v_{i} \neq 0 \\ 1, & \text { if }\left(u_{i}=0 \text { and } 0 \leq v_{i} \leq x_{i}-2\right) \text { or }\left(v_{i}=0 \text { and } 0 \leq u_{i} \leq x_{i}-2\right) \\ 2, & \text { if }\left(u_{i}=0 \text { and } v_{i}=x_{i}-1\right) \text { or }\left(v_{i}=0 \text { and } u_{i}=x_{i}-1\right)\end{cases}
$$

Then $w$ is accepted from $u$ since the first component of $u+w$ is zero and any other is non-zero, but $w$ is rejected from $v$ since every component of $v+w$ is non-zero. Secondly let $u_{1}=v_{1}$. Then $u_{i} \neq v_{i}$ for some $2 \leq i \leq k$. Set $w_{1}=x_{1}-u_{1}$ and $w_{i}=x_{i}-u_{i}$ and for $j \notin\{1, i\}$ take $w_{j}=1$ iff $v_{j}=0$ and $w_{j}=0$ iff $v_{j} \neq 0$. Then $w$ is accepted from $v$ since the first component of $v+w$ is zero and any other is non-zero, but $w$ is rejected from $u$ the first and $i$ th component of $u+w$ are zeroes.

It follows that $\operatorname{sc}(K \circ L) \geq x_{1} x_{2} \cdots x_{k}=\operatorname{lcm}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=F(m+n-2) \geq$ $F\left(m^{\prime}+n^{\prime}-2\right)=\Omega\left(F\left(m^{\prime}+n^{\prime}\right)\right)$. This concludes our proof.

### 5.3 Reversal, Left and Right Quotient

Let us continue with the reversal operation. Note that it is enough to take the reversal of any DFA with one final state meeting the upper bound $2^{n}$ on the state complexity of reversal. Such a binary DFA was described by Sebej [30, 52]. Here we describe a different witness with significantly simpler proof. Notice that the binary alphabet used for reversal is optimal. Reverse of any unary language is the language itself, but in our case we have a unary language recognized by $n$-state NFA, which can be simulated ba a DFA with $2^{O(\sqrt{n \ln n})}$ states 9 .

Theorem 5.12 (Reversal). Let $L$ be a language over $\Sigma$ recognized by an n-state NFA, where $n \geq 2$. Then $\operatorname{sc}\left(L^{R}\right) \leq 2^{n}$, and the bound is tight if $|\Sigma| \geq 2$.

Proof. Let $L$ be accepted by an $n$-state NFA $A=(Q, \Sigma, \cdot, s, F)$. By reversing all the transitions in $A$ and taking $F$ as the set of starting states and $\{s\}$ as set of final states we obtain an $n$-state MNFA that accepts $L^{R}$. It follows that $L^{R}$ is accepted by a DFA with at most $2^{n}$ states.

To prove tightness, consider the binary language $L$ recognized by the $n$-state NFA $N=$ $(\{0,1, \ldots, n-1\},\{a, b\}, \cdot, 0,\{0,1, \ldots, n-1\})$ shown in Fig. 5.11 where $i \cdot a=\{i+1 \bmod n\}$, $i \cdot b=\{i\}$ if $i \geq 1$. By reversing NFA $N$ we get an MNFA $N^{R}$ that recognizes $L^{R}$.

The set of initial state of $N^{R}$ is $\{0,1, \ldots, n-1\}$ and its unique final state is 0 . Notice that each subset of the state set of $N^{R}$ can be shifted cyclically by one by reading $a$, and


Figure 5.11: A binary witness NFA for reversal meeting the upper bound $2^{n}$.
the state 0 can be eliminated from every set containing 0 by reading $b$. It follows that every subset of $\{0,1, \ldots, n-1\}$ can be reached from the initial subset $\{0,1, \ldots, n-1\}$ in the subset automaton $\mathcal{D}\left(N^{R}\right)$. Next, every set $\{i\}$ is co-reachable in $N^{R}$ via a word in $a^{*}$ and using Lemma 5.3 we get that every two distinct states of the $\mathcal{D}\left(N^{R}\right)$ are distinguishable.

We investigate NFA-to-DFA trade-off for left and right quotients in the next two theorems. In the first one we show tight upper bounds with binary witnesses for both operations. The optimality of the binary alphabet is shown by the second one, where the asymptotically tight upper bound for unary case is provided.

Theorem 5.13 (Left and Right Quotient). Let $K$ and $L$ be languages over an alphabet $\Sigma$ recognized by an $m$-state and $n$-state NFA, respectively, where $m, n \geq 2$. Then $\operatorname{sc}\left(L^{-1} K\right)$, $\mathrm{sc}\left(K L^{-1}\right) \leq 2^{m}$, and the bounds are tight if $|\Sigma| \geq 2$.

Proof. Let $A=\left(Q_{A}, \Sigma, s_{A}, \cdot_{A}, F_{A}\right)$ be an $m$-state NFA recognizing $K$. The language $L^{-1} K$ is recognized by the $m$-state MNFA $N$ obtained from $A$ by changing the set of initial states to $\left\{s_{A} \cdot{ }_{A} w \mid w \in L\right\}$. The language $K L^{-1}$ is recognized by the $m$-state NFA $N$ obtained from $A$ by changing the set of final states to $\left\{q \in Q_{A} \mid q \cdot{ }_{A} w \in F_{A}\right.$ for some $\left.w \in L\right\}$. Hence $\operatorname{sc}\left(L^{-1} K\right), \operatorname{sc}\left(K L^{-1}\right) \leq 2^{m}$.

For tightness, notice that $\{\varepsilon\}^{-1} K=K\{\varepsilon\}^{-1}=K$. Therefore, the upper bound $2^{m}$ is met in both cases by $L=\{\varepsilon\}$ and $K$ equal to the binary $m$-state witness NFA for determinization given by Lemma 5.1. For distinguishability, notice that each singleton set is co-reachable in this NFA.

Theorem 5.14. Let $K$ and $L$ be recognized by $m$-state and $n$-state unary NFAs respectively. Then $\operatorname{sc}\left(K L^{-1}\right)=\operatorname{sc}\left(L^{-1} K\right)=\Theta(F(m))$.

Proof. Let $K$ and $L$ be accepted by NFAs $A$ and $B$ respectively. If $K$ and $L$ are unary then $K L^{-1}=L^{-1} K$. The right quotient $K L^{-1}$ is recognized by an NFA obtained from $A$ by making appropriate states final. This gives upper bound $O(F(m))$ by determinization of
resulting unary NFA. For tightness let $K$ be a unary witness for determinization and $L=$ $\{\varepsilon\}$. Then $K L^{-1}=K$, and the lower bound $\Omega(F(m))$ follows from [9, Theorem 4.5].

### 5.4 Concatenation

We conclude this chapter with the concatenation operation. Its the state complexity is $m 2^{n}-2^{n-1}$ [38] and nondeterministic complexity is $m+n$ [14]. The next theorem shows upper bound for NFA-to-DFA trade-off for concatenation, $\frac{3}{4} 2^{m+n}$, which is tight in the ternary case. For binary case we show that upper bound $2^{m+n}$ is asymptotically tight.

Theorem 5.15 (Concatenation). Let $K$ and $L$ be languages over $\Sigma$ recognized by an $m$-state and n-state NFA, respectively, where $m, n \geq 2$. Then $\operatorname{sc}(K L) \leq \frac{3}{4} 2^{m+n}$ and this bound is tight if $|\Sigma| \geq 3$.

Proof. Let $A=\left(Q_{A}, \Sigma, \cdot \cdot_{A}, s_{A}, F_{A}\right)$ and $B=\left(Q_{B}, \Sigma,{ }_{B}, s_{B}, F_{B}\right)$ be NFAs recognizing $K$ and $L$, respectively, with $\left|Q_{A}\right|=m,\left|Q_{B}\right|=n$ Construct an MNFA $N$ for $K L$ from NFAs $A$ and $B$ as follows. For each transition $(p, a, q)$ in NFA $A$ with $q \in F_{A}$, add the transition $\left(p, a, s_{B}\right)$. The set of initial states of $N$ is $\left\{s_{A}\right\}$ if $s_{A} \notin F_{A}$, or $\left\{s_{A}, s_{B}\right\}$ if $s_{A} \in F_{A}$. The set of final states of $N$ is $F_{B}$. The following condition holds in the subset automaton $\mathcal{D}(N)$ : each reachable subset containing a state from $F_{A}$ must contain the state $s_{B}$. This means that at least $2^{m+n-2}$ subsets are unreachable in $\mathcal{D}(N)$, and the upper bound follows.

For tightness, consider the languages $K$ and $L$ recognized by DFAs $A$ and $B$ from Fig. 5.12. Construct an NFA $N$ for $K L$ from $A$ and $B$ by adding the transitions $\left(q_{0}, c, 0\right)$, $\left(q_{m-1}, a, 0\right)$, and $\left(q_{i}, b, 0\right)$ for $i=1,2, \ldots, m-1$. The initial states of $N$ are $q_{0}$ and 0 . The


Figure 5.12: Ternary witnesses for concatenation meeting the upper bound $\frac{3}{4} 2^{n}$.
set of final states is $\{n-1\}$. We first show that the subset automaton $\mathcal{D}(N)$ has $\frac{3}{4} 2^{m+n}$ reachable states. Each state of $\mathcal{D}(N)$ consists of a subset $S$ of $\left\{q_{0}, q_{1}, \ldots, q_{m-1}\right\}$ and a subset $T$ of $\{0,1, \ldots, n-1\}$; we denote such state by $(S, T)$. Moreover having $q_{0} \in S$ implies $0 \in T$, so in total we have $\frac{3}{4} 2^{m+n}$ such states. Let us show the reachability of each such state $(S, T)$. We remind Lemma 5.1 and Lemma 5.2, where we show that for every $S$ there is a word $w_{S} \in\{a, b\}^{*}$ such that $q_{0} \cdot{ }_{A} w_{S}=S$, and for every $T$ there is a word $w_{T} \in\{b, c\}^{*}$ such that $0 \cdot{ }_{B} w_{T}=T$. Now consider several cases:
(1) Let $S=\emptyset$. The initial state $\left(\left\{q_{0}\right\},\{0\}\right)$ is sent to $(\emptyset,\{0\})$ by $b$, and then to $(\emptyset, T)$ by $w_{T}$.
(2) Let $S \neq \emptyset$ and $0 \in T$.
(2a) Let $S=\left\{q_{0}\right\}$ and $0 \in T$. By induction on $|T|$ we show that $\left(\left\{q_{0}\right\}, T\right)$ with $0 \in T$ is reachable. The base case, $T=\{0\}$, holds true since $\left(\left\{q_{0}\right\},\{0\}\right)$ is the initial state of $\mathcal{D}(N)$. Assume that the claim holds true for each set of size $k$ and let $|T|=k+1$. Let $T=\left\{0, i_{1}, \ldots, i_{k}\right\}$ where $0<i_{1}<\cdots<i_{k} \leq n-1$. Set $T^{\prime}=\left\{0, i_{2}-i_{1}, \ldots, i_{k}-i_{1}\right\}$. Then $\left|T^{\prime}\right|=k$, so the pair $\left(\left\{q_{0}\right\}, T^{\prime}\right)$ is reachable by induction. The pair $\left(\left\{q_{0}\right\}, T\right)$ is reachable from $\left(\left\{q_{0}\right\}, T^{\prime}\right)$ by $a^{m-1} c^{i_{1}} a$.
(2b) Let $q_{0} \in S$, where $|S| \geq 2$ and $0 \in T$. The pair $\left(\left\{q_{0}\right\}, T\right)$ is reachable as shown in case (2a) and is sent to $(S, T)$ by $w_{S}$ since $0 \in T$.
(2c) Let $q_{0} \notin S$, where $0 \in T$. Let $S=\left\{q_{i_{1}}, q_{i_{2}}, \ldots, q_{i_{k}}\right\}$ where $1 \leq i_{1}<\cdots<i_{k} \leq m-1$. Set $S^{\prime}=\left\{q_{0}, q_{i_{2}-i_{1}}, \ldots, q_{i_{k}-i_{1}}\right\}$. Then $\left(S^{\prime}, T\right)$ is reachable as shown in (2a) or (2b) and it is sent to $(S, T)$ by $a^{i_{1}}$.
(3) Let $S \neq \emptyset$ and $0 \notin T$. This means that $q_{0} \notin S$. The pair $(S, \emptyset)$ is reached from $\left(\left\{q_{0}\right\},\{0\}\right)$ by $w_{S} c^{n}$. If $T=\left\{i_{1}, \ldots, i_{k}\right\}$ where $1 \leq i_{1}<\cdots<i_{k} \leq n-1$ we set $T^{\prime}=\left\{0, i_{2}-i_{1}, \ldots, i_{k}-i_{1}\right\}$. The pair $\left(S, T^{\prime}\right)$ is reachable as shown in case (2) since $0 \in T^{\prime}$ and it is sent to $(S, T)$ by $c^{i_{1}}$ since $q_{0} \notin S$.

To prove distinguishability notice that in $N$ each singleton set $\{j\}$ is co-reachable via a word in $c^{*}$, the set $\left\{q_{0}\right\}$ is co-reachable by $c^{n}$. For $1 \leq i \leq n-1$ the set $\left\{q_{i}\right\}$ is coreachable by $c^{n} a^{n-i}$ since transitions on $a$ in automaton $A$ form the cycle ( $q_{0}, q_{1}, \ldots, q_{m-1}$ ). By Lemma 5.3 all states of subset automaton $\mathcal{D}(N)$ are pairwise distinguishable.

Now we show that the upper bound $2^{m+n}$ is asymptotically tight in the binary case.


Figure 5.13: Binary NFAs $A$ and $B$ with $\operatorname{sc}(L(A) L(B)) \geq \frac{1}{4} 2^{m+n}$.

Theorem 5.16. Let $m, n \geq 2$ and languages $K$ and $L$ be defined by binary NFAs $A$ and $B$ with $m$ and $n$ states from Fig. 5.13. Then $\operatorname{sc}(K L) \geq \frac{1}{4} 2^{m+n}$.

Proof. Construct an NFA for $K L$ from NFAs $A$ and $B$ by adding the transitions $\left(q_{m-2}, a, 0\right)$ and $\left(q_{m-2}, b, 0\right)$. This NFA recognizes the binary language $(a+b)^{*} a(a+b)^{m+n-3}$. It is well known that every DFA for this language has at least $2^{m+n-2}$ states.

Our next result provides a lower and upper bound on the NFA-to-DFA trade-off for concatenation in the unary case.

Theorem 5.17. Let $K$ and $L$ be unary languages recognized by NFAs with $m$ and $n$ states respectively. Then $\operatorname{sc}(K L)=O(F(m+n))$. There exists languages $K$ and $L$ such that $\mathrm{sc}(K L)=\Omega(\max \{F(m), F(n)\})$.

Proof. The upper bound $O(F(m+n))$ is given by the determinization of an $(m+n)$-state unary NFA. The lower bound $\Omega(\max \{F(m), F(n)\})$ is provided by the pairs of languages $(\{\varepsilon\}, L)$ and $(K,\{\varepsilon\})$.

The previous shows that the resulting complexity is exponential either in $m$ or in $n$. This contrasts the situation for the star operation, where the resulting complexity was polynomial in $n$.

### 5.5 Conclusions

We investigated the NFA-to-DFA trade-off for several regular operations. Our results are summarized in Table 5.1. The table also displays the size of alphabet used to describe our witnesses. Whenever we used a binary alphabet, it was is always optimal in the sense that the corresponding upper bounds cannot be met by any unary languages.

We conjecture that the upper bounds on the state complexity of Boolean operations and concatenation cannot be met by any pair of binary languages. For unary concatenation we provided an upper bound $O(F(m+n))$ and a lower bound $\Omega(\max \{F(m), F(n)\})$. We leave the problem of finding at least asymptotically tight upper bound for future research.

|  | NFA-to-DFA | $\|\Sigma\|$ | $\|\Sigma\|=2$ | $\|\Sigma\|=1$ |
| :--- | :--- | :---: | :--- | :--- |
| star | $2^{n}$ | 2 | $2^{n}$ | $(n-1)^{2}+2$ |
| complementation | $2^{n}$ | 2 | $2^{n}$ | $\Theta(F(n))$ |
| union | $2^{m+n}$ | 3 | $\Theta\left(2^{m+n}\right)$ | $\Theta(F(m+n))$ |
| symmetric difference | $2^{m+n}$ | 3 | $\Theta\left(2^{m+n}\right)$ | $\Theta(F(m+n))$ |
| intersection | $2^{m+n}-2^{m}-2^{n}+2$ | 3 | $\Theta\left(2^{m+n}\right)$ | $\Theta(F(m+n))$ |
| difference | $2^{m+n}-2^{n}+1$ | 3 | $\Theta\left(2^{m+n}\right)$ | $\Theta(F(m+n))$ |
| reversal | $2^{n}$ | 2 | $2^{n}$ | $\Theta(F(n))$ |
| left quotient | $2^{m}$ | 2 | $2^{m}$ | $\Theta(F(m))$ |
| right quotient | $2^{m}$ | 2 | $2^{m}$ | $\Theta(F(m))$ |
| concatenation | $\frac{3}{4} 2^{m+n}$ | 3 | $\Theta\left(2^{m+n}\right)$ | $\Omega(\max \{F(m), F(n)\})$ |
|  |  |  |  | $\leq \cdot \leq O(F(m+n))$ |

Table 5.1: The results on NFA-to-DFA trade-off for regular operations; $F(n)=\max \left\{\operatorname{lcm}\left(x_{1}, \ldots, x_{k}\right) \mid x_{1}+\cdots+x_{k} \leq n\right\} \approx 2^{\sqrt{n \ln n}}$.

## Chapter 6

## Summary and Future Works

This thesis investigated operational complexity on languages represented by different models of finite automata. We started with the square operation on deterministic finite automata and we showed how its state complexity depends on the number of final states in a DFA for a given language. The case of just one non-final state, in which the resulting complexity is not given by the same expression as for any other case, appeared to be very interesting. We did some computations and thanks to them we were able to get an upper bound, which depends on whether or not the initial state is final, as well as to describe the corresponding witness languages. We used our binary witnesses with half of their states final to describe witness languages for the square operation on Boolean and alternating automata. Moreover, we proved that our witnesses can be used also for the concatenation operation: we simply take two automata with the same structure but different number of states. This provided an alternative solution of an open problem stated by Fellah et al. [13].

Then we determined the precise complexity for Boolean operations, star, reversal and quotients on Boolean and alternating finite automata. We used unary alphabet to describe witnesses for Boolean operations, and a binary alphabet for the others. We also proved that the binary alphabet is always optimal by proving that the complexity of the corresponding operation on unary languages is smaller than that in the case of a general alphabet.

Finally, we considered operational complexity providing that the inputs of an operation are given as nondeterministic finite automata, while the resulting language has to be represented by a deterministic finite automaton. We obtained tight upper bounds for Boolean operations, concatenation, star, reversal and quotients. To prove tightness, we used a binary alphabet for complementation, star, reversal and quotients, and a ternary alphabet
for union, intersection, difference, symmetric difference and concatenation. Whenever we used a binary alphabet, it was always optimal, and we strongly conjecture that the ternary alphabet is optimal as well. Our computations support this conjecture. On the other hand, we proved that the corresponding complexities in the binary case are, up to a multiplicative constant, the same as those for the general case. In the unary case, we obtained the precise complexity for star, and asymptotically tight upper bounds for Boolean operations, reversal and quotients.

Some problems remains open, and we leave them for future research. We list a couple of them in what follows.

The magic number problem. When investigating the square operation on DFAs, we only considered the worst-case complexity. Instead of this, the whole range of possible complexities is sometimes studied in the literature. The problem is called the magic number problem, and it was first stated by Iwama et al. [18, 19]. For the square operation it reads as follows.

Open problem 1. Given a minimal DFA $A$ with $n$ states, how many states may the minimal DFA for the square of $L(A)$ have?

Formally, we ask how does the set $\left\{s c\left(L^{2}\right) \mid s c(L)=n\right\}$ look like? Is it a contiguous range of complexities from one up to the known upper bound, or are there any gaps, called magic numbers, in this range? Our computations show that no magic numbers exist up to $n=9$ already in the binary case.

Operations on unary languages. When proving the optimality of a binary alphabet used to describe lower bound examples for the AFA complexity of some operations we obtained only upper bounds on the complexity for corresponding operations in the unary case. They differ from the lower bounds given by the BFA complexity of these operations by one. We do not know whether or not this "plus one" is necessary.

Open problem 2. What is the complexity of concatenation, square, star and quotients on languages represented by unary AFAs?

In the case of a general alphabet we were able to find languages recognized by DFAs with half of their states final that were hard enough for an operation on DFAs, and then we proved that the reversal of these languages are hard for the operation on AFAs. However, in the unary case such languages are not known.

Open problem 3. What is the complexity of concatenation, square, star and quotients on languages represented by unary DFAs with half of their states final?

Notice that the complexity of complementation and reversal in such a case is $n$, and those of union, intersection, difference and symmetric difference is given by Lemma 4.2 , For NFA-to-DFA trade-off in the case of concatenation on unary languages we have an upper bound $O(F(m+n))$ and a lower bound $\Omega(\max \{F(m), F(n)\})$. This is the only case in which we were not able to get at least asymptotically tight upper bound.

Open problem 4: What is the NFA-to-DFA trade-off for concatenation in the unary case?

We conjecture that our lower bound $\Omega(\max \{F(m), F(n)\})$ could be asymptotically tight.

Optimality of a ternary alphabet. All witness languages in this thesis were described over an optimal alphabet, except for those for the NFA-to-DFA trade-offs in the case of Boolean operation and concatenation where we used a ternary alphabet.

Open problem 5. Is the ternary alphabet used to describe witnesses for NFA-to-DFA trade-off in the case of concatenation and Boolean operations optimal?

Our computations show the that corresponding upper bounds cannot be met in the binary case, and we strongly conjecture that the ternary alphabet is optimal here.

Nondeterministic finite automata with existential and universal states. Sometimes, in contrast to [8, 13, 54], alternating automata are defined as nondeterministic automata with existential and universal states. This means that the result of the transition function is always a disjunction if the corresponding state is an existential state and it is a conjunction otherwise. We can show that such an automaton can be simulated by a DFA with at most $M(n)+2$ states where $M(n)$ is the Dedekind number that counts the number of anti-chains of subsets of a set with $n$ elements. However, we do not know whether or not this upper bound is tight.

Open problem 6. How many states are sufficient and necessary in the worst case for a DFA to simulate an $n$-state NFA with existential and universal states?

The operational complexity on such a model of alternating automata is of great interest for us as well.
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#### Abstract

We investigate the state complexity of the square operation on languages represented by deterministic, alternating, and Boolean automata. For each $k$ such that $1 \leq k \leq n-2$, we describe a binary language accepted by an $n$-state deterministic finite automaton with $k$ final states meeting the upper bound $n 2^{n}-k 2^{n-1}$ on the state complexity of its square. We show that in the case of $k=n-1$, the corresponding upper bound cannot be met. Using the binary deterministic witness for square with $2^{n}$ states where half of them are final, we get the tight upper bounds $2^{n}+n+1$ and $2^{n}+n$ on the complexity of the square operation on alternating and Boolean automata, respectively.


## 1. Introduction

Square is a basic unary operation on formal languages which is defined as $L^{2}=$ $\{u v \mid u \in L$ and $v \in L\}$. It is known that if a language $L$ is accepted by a deterministic finite automaton (DFA) of $n$ states, then the language $L^{2}$ is accepted by a DFA of at most $n 2^{n}-2^{n-1}$ states [9]. This upper bound was proven to be tight in the binary case by Rampersad [11]. If the minimal DFA for $L$ has more than one final state this upper bound cannot be met. In such a case the upper bound is $n 2^{n}-k 2^{n-1}$, where $k$ is the number of final states in the minimal DFA for $L$ [14].

In this paper, we study the state complexity of the square of languages accepted by DFAs with more final states. Our motivation comes from the paper by Fellah, Jürgensen, and Yu [4] on alternating finite automata (AFAs). They provided an upper bound $2^{n}+n+1$ on the complexity of the square of a language represented

[^0]by an $n$-state AFA. A language is accepted by an $n$-state AFA if and only if its reverse is accepted by a DFA with $2^{n}$ states where $2^{n-1}$ of them are final $[1,4,7]$. It follows that to prove the tightness of the upper bound $2^{n}+n+1$, we need to find a language represented by a DFA with half of the states final which is hard for the square operation on DFAs.

The problem seems to be interesting per se. Previously in Ref. [2], we tried to use Rampersad's binary witness for square [11] with $k$ final states instead of the original one. We were able to show the reachability of $n 2^{n}-k 2^{n-1}$ states in the subset automaton of an NFA for its square. However, to prove distinguishability a third letter was needed, so the binary case was left open. Surprisingly, in Ref. [2], we were unable to prove the tightness of the upper bound in the case of $n-1$ final states.

Here we solve both these open problems. We describe a binary language accepted by an $n$-state DFA with $k$ final states meeting the upper bound $n 2^{n}-k 2^{n-1}$ on the state complexity of its square provided that $1 \leq k \leq n-2$. In the case of $k=n-1$ we prove that the corresponding upper bound $(2 n+2) 2^{n-2}$ cannot be met. To show it, we consider two cases. If the initial state is final, then we get the upper bound $(n+2) 2^{n-2}$, and we show that it is tight in the binary case. If the initial state is not final the upper bound is $(n+3) 2^{n-2}$ and is tight in the ternary case. The tight bound for binary languages is $(n+3) 2^{n-2}-1$ in this case. This solves the complexity of square on DFAs completely. The binary alphabet is optimal sincein the unary case the known tight upper bound is $2 n-1$ [11].

Using these results we are able to describe a binary language accepted by an $n$-state AFA such that every AFA for its square has at least $2^{n}+n+1$ states. This proves the tightness of the upper bound $2^{n}+n+1$ given in Ref. [4]. We also consider Boolean finite automata (BFA) [1], and get the tight upper bound $2^{n}+n$ for the square on BFAs. To prove these results, we take the reversal of a language accepted by a DFA with $2^{n}$ states with half of them final meeting the corresponding upper bound for square on DFAs. Then this language is accepted by an $n$-state BFA, and we are able to prove that every BFA for its square has at least $2^{n}+n$ states. By more careful analysis of the number of final states in the DFA for its square, we get the lower bound $2^{n}+n+1$ for the square operation on AFAs. Our result can be extended for the concatenation operation just by concatenating two of our automata with different numbers of states. This provides an alternative proof of the tightness of the upper bound $2^{m}+n+1$ for the concatenation operation on alternating automata with $m$ and $n$ states [6].

## 2. Preliminaries

Let $\Sigma$ be a finite alphabet of symbols. Then $\Sigma^{*}$ denotes the set of words over $\Sigma$ including the empty word $\varepsilon$. A language is any subset of $\Sigma^{*}$. The concatenation of languages $K$ and $L$ is the language $K L=\{u v \mid u \in K$ and $v \in L\}$. The square of a language $L$ is the language $L^{2}=L L$. The cardinality of a finite set $A$ is denoted by $|A|$, and its power-set by $2^{A}$. The reader may refer to $[5,12,13]$ for details.

A nondeterministic finite automaton (NFA) is a quintuple $A=(Q, \Sigma, \circ, I, F)$, where $Q$ is a finite set of states, $\Sigma$ is a finite non-empty alphabet, $\circ: Q \times \Sigma \rightarrow 2^{Q}$ is the transition function which is naturally extended to the domain $2^{Q} \times \Sigma^{*}, I \subseteq Q$ is the set of initial states, and $F \subseteq Q$ is the set of final states. The language accepted by $A$ is the set $L(A)=\left\{w \in \Sigma^{*} \mid I \circ w \cap F \neq \emptyset\right\}$.

For a symbol $a$, we say that $(p, a, q)$ is a transition in NFA $A$ if $q \in p \circ a$, and for a word $w$, we write $p \xrightarrow{w} q$ if $q \in p \circ w$.

An NFA $A$ is deterministic (DFA) (and complete) if $|I|=1$ and $|q \circ a|=1$ for each $q$ in $Q$ and each $a$ in $\Sigma$. We write $p \cdot a=q$ instead of $p \circ a=\{q\}$ in such a case. The state complexity of a regular language $L, \operatorname{sc}(L)$, is the smallest number of states in any DFA for $L$.

Every NFA $A=(Q, \Sigma, \circ, I, F)$ can be converted to an equivalent DFA $A^{\prime}=\left(2^{Q}, \Sigma, \cdot, I, F^{\prime}\right)$, where $R \cdot a=R \circ a$ for each $R$ in $2^{Q}$ and $a$ in $\Sigma$, and $F^{\prime}=\left\{R \in 2^{Q} \mid R \cap F \neq \emptyset\right\}$. We call the DFA $A^{\prime}$ the subset automaton of the NFA $A$. The subset automaton may not be minimal since some of its states may be unreachable or equivalent to other states.

A Boolean finite automaton (BFA) is a quintuple $A=\left(Q, \Sigma, \delta, g_{s}, F\right)$, where $Q$ is a finite non-empty set of states, $Q=\left\{q_{1}, \ldots, q_{n}\right\}, \Sigma$ is an input alphabet, $\delta$ is the transition function that maps $Q \times \Sigma$ into the set $\mathcal{B}_{n}$ of Boolean functions with variables $\left\{q_{1}, \ldots, q_{n}\right\}, g_{s} \in \mathcal{B}_{n}$ is the initial Boolean function, and $F \subseteq Q$ is the set of final states. The transition function $\delta$ can be extended to the domain $\mathcal{B}_{n} \times \Sigma^{*}$ as follows: For all $g$ in $\mathcal{B}_{n}, a$ in $\Sigma$, and $w$ in $\Sigma^{*}$, we have $\delta(g, \varepsilon)=g$; if $g=$ $g\left(q_{1}, \ldots, q_{n}\right)$, then $\delta(g, a)=g\left(\delta\left(q_{1}, a\right), \ldots, \delta\left(q_{n}, a\right)\right) ; \delta(g, w a)=\delta(\delta(g, w), a)$.
Next, let $f=\left(f_{1}, \ldots, f_{n}\right)$ be the Boolean vector with $f_{i}=1$ iff $q_{i} \in F$. The language accepted by the BFA $A$ is the set $L(A)=\left\{w \in \Sigma^{*} \mid \delta\left(g_{s}, w\right)(f)=1\right\}$.

A Boolean finite automaton is called alternating (AFA) if the initial function is a projection $g\left(q_{1}, \ldots, q_{n}\right)=q_{i}$. For details, the reader may referto $[1,4,7,8,12]$.

The Boolean (alternating) state complexity of $L, \operatorname{bsc}(L)(\operatorname{asc}(L))$, is the smallest number of states in any BFA (AFA) for $L$. It is known that a language $L$ is accepted by an $n$-state BFA (AFA) if and only if the language $L^{R}$ is accepted by an $2^{n}$-state DFA (with $2^{n-1}$ final states). Since this is the crucial observation used later in the paper, we state it in the next two lemmas and provide proof ideas here.

Lemma 1 (cf. [4] Theorem 4.1, Corollary 4.2 and [7], Lemma 1). Let $L$ be a language accepted by an n-stateBFA (AFA). Then the reversal $L^{R}$ is accepted by a DFA of $2^{n}$ states (of which $2^{n-1}$ are final).

Proof Idea. Let $A=\left(\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}, \Sigma, \delta, g_{s}, F\right)$ be an $n$-state BFA for $L$. Construct a $2^{n}$-state NFA $A^{\prime}=\left(\{0,1\}^{n}, \Sigma, \delta^{\prime}, S,\{f\}\right)$, where

- for every $u=\left(u_{1} \ldots, u_{n}\right) \in\{0,1\}^{n}$ and every $a \in \Sigma$, $\delta^{\prime}(u, a)=\left\{u^{\prime} \in\{0,1\}^{n} \mid \delta\left(q_{i}, a\right)\left(u^{\prime}\right)=u_{i}\right.$ for $\left.i=1, \ldots, n\right\}$;
- $S=\left\{\left(b_{1}, \ldots, b_{n}\right) \in\{0,1\}^{n} \mid g_{s}\left(b_{1}, \ldots, b_{n}\right)=1\right\}$;
- $f=\left(f_{1}, \ldots, f_{n}\right) \in\{0,1\}^{n}$ with $f_{i}=1$ iff $q_{i} \in F$.

Then $L(A)=L\left(A^{\prime}\right)$ and $\left(A^{\prime}\right)^{R}$ is deterministic. Moreover if $A$ is an AFA then $A^{\prime}$ has $2^{n-1}$ initial states. It follows that $L^{R}$ is accepted by a DFA with $2^{n}$ states, of which $2^{n-1}$ are final if $A$ is an AFA.

Corollary 2. If $L$ is a regular language, then $\operatorname{bsc}(L) \geq\left\lceil\log \left(\operatorname{sc}\left(L^{R}\right)\right)\right\rceil$ and $\operatorname{asc}(L) \geq$ $\left\lceil\log \left(\operatorname{sc}\left(L^{R}\right)\right)\right\rceil$.

Lemma 3 (cf. [7], Lemma 2). Let $L^{R}$ be accepted bya DFA $A$ of $2^{n}$ states (of which $2^{n-1}$ are final). Then $L$ is accepted by an n-state BFA (AFA).

Proof Idea. Consider a $2^{n}$-state NFA $A^{R}$ for $L$ which hasexactly one final state and the set of initial states $S$ (and $|S|=2^{n-1}$ ). Let the state set $Q$ of $A^{R}$ be $\left\{0,1, \ldots, 2^{n}-1\right\}$ with final state $k$ and the initial set $S\left(S=\left\{2^{n-1}, \ldots, 2^{n}-1\right\}\right)$. Let $\delta$ be the transition function of $A^{R}$. Moreover, for every $a \in \Sigma$ and for every $i \in Q$, there is exactly one state $j$ such that $j$ goes to $i$ on $a$ in $A^{R}$. For a state $i \in Q$, let $\operatorname{bin}(i)=\left(b_{1}, \ldots, b_{n}\right)$ be the binary $n$-tuple such that $b_{1} b_{2} \cdots b_{n}$ is the binary notation of $i$ on $n$ digits with leading zeros if necessary.

Let us define an $n$-state BFA $A^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, g_{s}, F^{\prime}\right)$, where $Q^{\prime}=\left\{q_{1}, \ldots, q_{n}\right\}$, $F^{\prime}=\left\{q_{\ell} \mid \operatorname{bin}(k)_{\ell}=1\right\}$, and $g_{s}(\operatorname{bin}(i))=1$ iff $i \in S\left(g_{s}=q_{1}\right)$. We define $\delta^{\prime}$ to satisfy the condition: for each $i$ in $Q$ and $a$ in $\Sigma,\left(\delta^{\prime}\left(q_{1}, a\right), \ldots, \delta^{\prime}\left(q_{n}, a\right)\right)(\operatorname{bin}(i))=$ $\operatorname{bin}(j)$ where $i \in \delta(j, a)$. Then $L\left(A^{\prime}\right)=L\left(A^{R}\right)$.

## 3. Square on DFAs

Let us begin with the precise method to construct an NFA for the square of some languages accepted by a minimal DFA with $n$ states.

Construction 4. (DFA $A \rightarrow N F A N$ for $\left.L^{2}(A)\right)$
Let $A=\left(\left\{q_{0}, q_{1}, \ldots, q_{n-1}\right\}, \Sigma, \cdot, q_{0}, F_{A}\right)$ be a minimal DFA. We construct NFA $N=\left(\left\{q_{0}, q_{1}, \ldots, q_{n-1}\right\} \cup\{0,1, \ldots, n-1\}, \Sigma, \circ, I, F_{N}\right)$ as follows:
(a) take $A$ and add a copy of $A$ with the state set $\{0,1, \ldots, n-1\}$;
(b) for each symbol $a$ and each $\operatorname{state} q_{i}$ with $q_{i} \cdot a \in F_{A}$, add transition ( $q_{i}, a, 0$ );
(c) the set of initial states of $N$ is $I=\left\{q_{0}\right\}$ if $q_{0} \notin F$, and $I=\left\{q_{0}, 0\right\}$ otherwise;
(d) the set of final states of $N$ is $F_{N}=\left\{j \in\{0,1, \ldots, n-1\} \mid q_{j} \in F_{A}\right\}$.

Proposition 5 (Upper Bound). Let $L$ be a language with $\mathrm{sc}(L)=n$, and let the minimal DFA for $L$ have $k$ final states. Then $\operatorname{sc}\left(L^{2}\right) \leq n 2^{n}-k 2^{n-1}$.

Proof. Let $L$ be accepted by DFA $A=\left(\left\{q_{0}, q_{1}, \ldots, q_{n-1}\right\}, \Sigma, \cdot, q_{0}, F_{A}\right)$ and let $\left|F_{A}\right|=k$. Construct an NFA $N$ for $L^{2}$ as described above. Since $A$ is deterministic, every reachable subset in the subset automaton of $N$ is in the form of $\left\{q_{i}\right\} \cup S$, where $S \subseteq\{0,1, \ldots, n-1\}$. Furthermore, if $q_{i}$ is a final state of $A$, then $0 \in S$ because of the used construction. It follows that subsets containing a final state of
$A$ and missing 0 are unreachable. Hence the subset automaton of $N$ has at most $n 2^{n}-k 2^{n-1}$ reachable states.

Notice that the upper bound given by the above proposition is maximal if $k=1$, and it is $n 2^{n}-2^{n-1}$ in this case. The binary witness language meeting this bound was presented by Rampersad in 2006 [11].

Theorem 6 ([11], Theorem 1). For every $n \geq 3$, there exists a DFA $M$ with $n$ states such that the minimal DFA for the language $L^{2}(M)$ has $n 2^{n}-2^{n-1}$ states.

Unfortunately, the square of Rampersad's automaton with $k$ final states does not meet the upper bound on the state complexity in the general case. Here we provide the binary witness automaton with $k$ final states that meets the upper bound $n 2^{n}-k 2^{n-1}$.

Theorem 7. Let $n \geq 3$ and $1 \leq k \leq n-2$. Then there exists a minimal $n$-state DFA A with $k$ final states defined over a binary alphabet such that every DFA for $L(A)^{2}$ has at least $n 2^{n}-k 2^{n-1}$ states.

Proof. Let us take $n$-state DFA $A=\left(\left\{q_{0}, q_{1}, \ldots, q_{n-1}\right\}, \Sigma, \cdot, q_{0}, F_{A}\right)$ with $k$ final states shown in Fig. 1. Notice that $q_{0}$ and $q_{1}$ remain non-final with every $k$ in this DFA and there are two cycles; one on $a,\left(q_{0}, q_{1}, \ldots, q_{n-1}\right)$ of length $n$ and the second on $b,\left(q_{2}, q_{3}, \ldots, q_{n-1}\right)$ of length $n-2$. Let us build an NFA $N$ for $L(A)^{2}$ as in Construction 4. An example of NFA $N$ if $n=6$ and $k=2$ is shown in Fig. 2.

We observe that there are only two types of states reachable in the subset automaton of $N$ :

- $\left\{q_{i}\right\} \cup S$, where $S \subseteq\{0,1, \ldots, n-1\}$ and $0 \leq i \leq n-k-1$;
- $\left\{q_{i}, 0\right\} \cup S$, where $S \subseteq\{1, \ldots, n-1\}$ and $n-k \leq i \leq n-1$.

We denote this family of sets as $\mathcal{R}$. We can see that in the family $\mathcal{R}$ there are exactly $(n-k) 2^{n}$ sets of the first type and $k 2^{n-1}$ sets of the second type. Hence the family $\mathcal{R}$ consists of $(n-k) 2^{n}+k 2^{n-1}=n 2^{n}-k 2^{n-1}$ sets. Our goal is to show that the sets in $\mathcal{R}$ are reachable and also pairwise distinguishable in the subset automaton of $N$. Let us start with reachability. We use mathematical induction by number of elements in set/state. The sets with one and two elements are reachable, because:

$$
\rightarrow\left\{q_{0}\right\} \xrightarrow{a}\left\{q_{1}\right\} \xrightarrow{a} \cdots \xrightarrow{a}\left\{q_{n-k-1}\right\} \xrightarrow{a}\left\{q_{n-k}, 0\right\},
$$



Fig. 1. A witness DFA $A$ with $k$ final states meeting thebound $n 2^{n}-k 2^{n-1}$, where $\alpha=n-k-1$.


Fig. 2. NFA $N$ for the square of $L(A)$, if $n=6$ and $k=2$.

$$
\begin{gathered}
\left\{q_{n-k}, 0\right\} \stackrel{b}{\rightarrow}\left\{q_{n-k+1}, 0\right\} \stackrel{b}{\rightarrow} \cdots \stackrel{b}{\rightarrow}\left\{q_{n-2}, 0\right\} \stackrel{b}{\rightarrow}\left\{q_{n-1}, 0\right\}, \\
\left\{q_{n-1}, 0\right\} \stackrel{a}{\rightarrow}\left\{q_{0}, 1\right\} \xrightarrow{b}\left\{q_{0}, 0\right\}, \\
\left\{q_{0}, 1\right\} \xrightarrow{a}\left\{q_{1}, 2\right\} \xrightarrow{b}\left\{q_{0}, 3\right\} \xrightarrow{b}\left\{q_{0}, 4\right\} \xrightarrow{b} \cdots \stackrel{b}{\rightarrow}\left\{q_{0}, n-1\right\} \xrightarrow{b}\left\{q_{0}, 2\right\}, \\
\left\{q_{0},(j-i) \bmod n\right\} \xrightarrow{a^{i}}\left\{q_{i}, j\right\} \text { for } i=0,1, \ldots, n-k-1 \text { and } j=0,1, \ldots, n-1 .
\end{gathered}
$$

Assume now that every set in $\mathcal{R}$ with $t$ elements is reachable. We show that then every set in $\mathcal{R}$ of size $t+1$ is reachable. Let $S=\left\{q_{i}, s_{1}, s_{2}, \ldots, s_{t}\right\}$ be our desired set in $\mathcal{R}$ of sizet +1 , where $q_{i} \in Q$ and $0 \leq s_{1}<s_{2}<\cdots<s_{t} \leq n-1$. We deal with three cases:
(1) We show the reachability of sets of the second type, so let $n-k \leq i \leq n-1$ and therefore $s_{1}=0$. We can write $i$ as $i=\alpha+\beta$, where $\alpha=n-k-1$ and $1 \leq \beta \leq k$, so our desired set is $S=\left\{q_{\alpha+\beta}, 0, s_{2}, s_{3}, \ldots, s_{t}\right\}$.

Let $s_{2}=1$, and take the set $\left\{q_{\alpha+\beta-1}, 0, s_{3}-1, \ldots, s_{t}-1\right\}$, which is in $\mathcal{R}$ and is reachable because it has $t$ elements; recall that the transitions on $b$ form the cycle $\left(q_{2}, q_{3}, \ldots, q_{n-1}\right)$ in $A$. Then we have

$$
\left\{q_{\alpha+\beta-1}, 0, s_{3}-1, \ldots, s_{t}-1\right\} \xrightarrow{a}\left\{q_{\alpha+\beta}, 0,1, s_{3}, \ldots, s_{t}\right\}=S .
$$

Let $s_{2} \geq 2$ and take the set $\left\{q_{\alpha}, s_{2} \cdot b^{n-1-\beta}-1, \ldots, s_{t} \cdot b^{n-1-\beta}-1\right\}$, which is in $\mathcal{R}$ and is reachable because it has $t$ elements. Then we have

$$
\begin{aligned}
&\left\{q_{\alpha}, s_{2} \cdot b^{n-1-\beta}-1, \ldots, s_{t} \cdot b^{n-1-\beta}-1\right\} \xrightarrow{a}\left\{q_{\alpha+1}, 0, s_{2} \cdot b^{n-1-\beta}, \ldots, s_{t} \cdot b^{n-1-\beta}\right\} \\
& \xrightarrow{b^{\beta-1}}\left\{q_{\alpha+\beta}, 0, s_{2} \cdot b^{n-2}, \ldots, s_{t} \cdot b^{n-2}\right\}=\left\{q_{\alpha+\beta}, 0, s_{2}, \ldots, s_{t}\right\}=S .
\end{aligned}
$$

(2) Next we show the reachability of sets of the first type in the next two steps. Let $i=0$. We distinguish between three cases of $s_{1}$.

Firstly let $s_{1}=0$. We start from the set reached previously in (1) to achieve $S$ in case of $s_{2}=1$ by $\left\{q_{n-1}, 0, s_{3}-1, \ldots, s_{t}-1, n-1\right\} \xrightarrow{a}\left\{q_{0}, 0,1, s_{3}, \ldots, s_{t}\right\}=S$. Otherwise, if desired $s_{2} \geq 2$, we reach $S$ using previously reached set

$$
\begin{aligned}
&\left\{q_{0}, 0,1, s_{3}-s_{2}+1, \ldots, s_{t}-s_{2}+1\right\} \xrightarrow{a}\left\{q_{1}, 1,2, s_{3}-s_{2}+2, \ldots, s_{t}-s_{2}+2\right\} \\
& \xrightarrow{b^{n-2}}\left\{q_{0}, 0,2, s_{3}-s_{2}+2, \ldots, s_{t}-s_{2}+2\right\} \xrightarrow{b^{s_{2}-2}}\left\{q_{0}, 0, s_{2}, \ldots, s_{t}\right\}=S .
\end{aligned}
$$

Secondly let $s_{1} \geq 1$. Then the set $S^{\prime}=\left\{q_{n-1}, 0, s_{2}-s_{1}, \ldots, s_{t}-s_{1}\right\}$ is reached in (1). If $s_{1}=1$, then $S^{\prime} \xrightarrow{a} S$, otherwise $s_{1} \geq 2$, and $S^{\prime} \xrightarrow{a a b^{n-2} b^{s_{1}-2}} S$.
(3) Let $1 \leq i \leq n-k-1$. Now we can reach the remaining sets of the first type using sets achieved in (2) like this $\left\{q_{0},\left(s_{1}-i\right) \bmod n, \ldots,\left(s_{t}-i\right) \bmod n\right\} \xrightarrow{a^{i}}$ $\left\{q_{i}, s_{1}, \ldots, s_{t}\right\}=S$.

Let us continue with proving distinguishability of reached sets. Note that in $N$ we have

$$
\{n-1\} \xrightarrow{b}\{2\} \xrightarrow{a}\{3\} \xrightarrow{b^{n-2}}\{3\} \xrightarrow{a b^{n-2}}\{4\} \xrightarrow{a b^{n-2}} \cdots \xrightarrow{a b^{n-2}}\{n-1\} .
$$

This means that the word $w=b\left(a b^{n-2}\right)^{n-3}$ is accepted from the state $n-1$. Let us read $w$ from a different state $t, 2 \leq t \leq n-2$. First we have $t \circ b \in\{3,4, \ldots, n-1\}$. Next $\{3,4, \ldots, n-1\} \circ\left(a b^{n-2}\right)^{n-3}=\{0\}$, so $w$ is not accepted from $t$. Similarly, reading $w$ from $\{0,1\}$ results in the set $\{0\}$, thus $w$ is not accepted from $\{0,1\}$ either. Moreover, $w$ is not accepted from $\left\{q_{i}\right\}$, because $\left\{q_{i}\right\} \circ w \subseteq\left\{q_{j}, 0\right\}$, where either $j=0$ if $i<n-1$, or $j=n-1$ if $i=n-1$. Therefore $w$ is accepted by $N$ from and only from the state $n-1$. Notice that each state $t$ in $\{1,2, \ldots, n-1\}$ has exactly one in-transition on $a$ going from the state $t-1$, so the word $a^{n-1-t} w$ is accepted by $N$ only from state $t, 0 \leq t \leq n-2$. It follows that two sets $\left\{q_{i}\right\} \cup S$ and $\left\{q_{j}\right\} \cup T$ in $\mathcal{R}$ are distinguishable if $S \neq T$.

Now consider two distinct subsets $\left\{q_{i}\right\} \cup S$ and $\left\{q_{j}\right\} \cup S$ in $\mathcal{R}$. Without loss of generality, we have $0 \leq i<j \leq n-1$. We will discuss three cases:
(1) Let $i=0$ and $j=1$. Then

$$
\begin{gathered}
\left\{q_{0}\right\} \cup S \xrightarrow{\left(a b^{n-2}\right)^{n-2}}\left\{q_{0}, 0\right\} \xrightarrow{a}\left\{q_{1}, 1\right\} \xrightarrow{a^{n-k-1}}\left\{q_{n-k}, 0, n-k\right\}, \\
\left\{q_{1}\right\} \cup S \xrightarrow{\left(a b^{n-2}\right)^{n-2}}\left\{q_{n-1}, 0\right\} \xrightarrow{a}\left\{q_{0}, 1\right\} \xrightarrow{a^{n-k-1}}\left\{q_{n-k-1}, n-k\right\} .
\end{gathered}
$$

Now we can distinguish these sets because they differ in the element from the second automaton copy.
(2) Let $i=0$ and $j \geq 2$. Then

$$
\begin{aligned}
& \left\{q_{0}\right\} \cup S \xrightarrow{b^{n-1-j} a}\left\{q_{1}\right\} \cup S_{1}, \\
& \left\{q_{j}\right\} \cup S \xrightarrow{b^{n-1-j} a}\left\{q_{0}\right\} \cup S_{1}^{\prime},
\end{aligned}
$$

for some subsets $S_{1}, S_{1}^{\prime}$ of $\{0,1, \ldots, n-1\}$. If the subsets $S_{1}$ and $S_{1}^{\prime}$ are the same, then we continue as in (1), otherwise we continue as in case of $S \neq T$.
(3) Let $i \geq 1$. Then

$$
\begin{aligned}
& \left\{q_{i}\right\} \cup S \xrightarrow{a^{n-j}}\left\{q_{i+(n-j)}\right\} \cup S_{1}, \\
& \quad\left\{q_{j}\right\} \cup S \xrightarrow{a^{n-j}}\left\{q_{0}\right\} \cup S_{1}^{\prime} .
\end{aligned}
$$

Similarly as in (2), if the subsets $S_{1}$ and $S_{1}^{\prime}$ are the same we continue as in (1) or (2), otherwise we continue as in case of $S \neq T$.

### 3.1. Square for DFAs with $n-1$ final states

Recall that the automaton in the proof of Theorem 7 must have at least two nonfinal states. We show that for every language $L$ accepted by an $n$-state DFA $A=$ $\left(Q, \Sigma, \cdot, q_{0}, F\right)$ with a single non-final state, the state complexity of $L^{2}$ never meets the upper bound set in Proposition 5. In particular, weshow:
(a) if $q_{0} \in F$, then $\operatorname{sc}\left(L^{2}\right) \leq(n+2) 2^{n-2}$ and this bound is tight if $|\Sigma| \geq 2$;
(b) if $q_{0} \notin F$, then $\operatorname{sc}\left(L^{2}\right) \leq(n+3) 2^{n-2}$ and this bound is tight if $|\Sigma| \geq 3$.

Moreover we show that the upper bound $(n+3) 2^{n-2}$ in the case $q_{0} \notin F$ cannot be met by any binary language, and that the tight upper bound in the binary case is $(n+3) 2^{n-2}-1$. Firstly let us consider the case of $|F|=n-1$ and $q_{0} \in F$.

Lemma 8. Let $n \geq 3$ and let $L$ be a regular language accepted by an n-state DFA $A=\left(Q, \Sigma, \cdot, q_{0}, F\right)$ with $n-1$ final states, where $q_{0} \in F$. Then $\operatorname{sc}\left(L^{2}\right) \leq(n+2) 2^{n-2}$, and this bound is tight if $|\Sigma| \geq 2$.

Proof. The formula for the upper bound is based on the observation that $q_{0}$ is initial and also accepting in $A$, so the initial state in the subset automaton for $L(A)^{2}$ is $\left\{q_{0}, 0\right\}$. It follows that for every $i \in\{0,1, \ldots, n-1\}$ if $\left\{q_{i}\right\} \cup X$ is reachable, then $i \in X$. So we consider the following family $\mathcal{R}$ of possible reachable sets in the subset automaton for $L(A)^{2}$ :

$$
\begin{aligned}
\mathcal{R}= & \left\{\left\{q_{0}, 0\right\} \cup X \mid X \subseteq\{1,2, \ldots, n-1\}\right\} \\
& \cup\left\{\left\{q_{1}, 1\right\} \cup X \mid X \subseteq\{0,2,3, \ldots, n-1\}\right\} \\
& \cup\left\{\left\{q_{i}, 0, i\right\} \cup X \mid 2 \leq i \leq n-1, X \subseteq\{1,2, \ldots, n-1\} \backslash\{i\}\right\},
\end{aligned}
$$

where we assume that $q_{1}$ is the only non-final state. Notice that this family consists of $(n+2) 2^{n-2}$ sets. Hence $\operatorname{sc}\left(L^{2}\right) \leq(n+2) 2^{n-2}$. To prove the tightness of this upper bound, we introduce the DFA $A$ shown in Fig. 3 and we show that every DFA for $L(A)^{2}$ has at least $(n+2) 2^{n-2}$ states.

Construct an NFA $N$ for $L(A)^{2}$ as described in Construction 4. We want to show that each set in $\mathcal{R}$ is reachable in the subset automaton of $N$ and that all these sets are pairwise distinguishable.


Fig. 3. A witness DFA $A$ with $n-1$ final states meeting the bound $(n+2) 2^{n-2}$, where $q_{0} \in F$.

Firstly, we prove reachability by induction on the size of the subsets. The basis, where $|S|=2$, holds true since $\left\{q_{0}, 0\right\}$ is the initial subset, and it goes to $\left\{q_{1}, 1\right\}$ by $a$. Now, let $2 \leq t \leq n$ and assume that each set in $\mathcal{R}$ of size $t$ is reachable.

Let $S=\left\{q_{i}, s_{1}, s_{2}, \ldots, s_{t}\right\}$, where $0 \leq i \leq n-1$, be a set in $\mathcal{R}$ of size $t+1$. If $i=0$, then we have $0=s_{1}<s_{2}<\cdots<s_{t} \leq n-1$. If $i=1$, then we have $s_{1}=0$ and $1=s_{2}<\cdots<s_{t} \leq n-1$. If $i \geq 2$, then $s_{1}=0, s_{2}=i$ and $1 \leq s_{3}<\cdots<s_{t} \leq n-1$.

We consider several cases:
(1) Let $i=2$ and thus $s_{1}=0$ and $s_{2}=i=2$. Then $\left\{q_{1}, 1, s_{3}-1, \ldots, s_{t}-1\right\} \xrightarrow{a}$ $\left\{q_{2}, 0,2, s_{3}, \ldots, s_{t}\right\}$. The former set is reachable by the induction hypothesis.
(2) Let $i \geq 3$, so $s_{1}=0$ and $s_{2}=i$. Then $\left\{q_{2}, 0,2, s_{3} \cdot b^{n-2-i+2}, \ldots, s_{t} \cdot b^{n-2-i+2}\right\} \xrightarrow{b^{i-2}}\left\{q_{i}, 0, i, s_{3}, \ldots, s_{t}\right\}$ and the set on the left was reached in (1).
(3) Let $i=0$ and thus $s_{1}=0$.
(3a) Let $s_{2}=1$. Then $\left\{q_{n-1}, 0, n-1, s_{3}-1, \ldots, s_{t}-1\right\} \xrightarrow{a}\left\{q_{0}, 0,1, s_{3}, \ldots, s_{t}\right\}$. The former set is considered in case (2).
(3b) Let $s_{2} \geq 2$. Then we have $\left\{q_{0}, 0,1, s_{3}-s_{2}+1, \ldots, s_{t}-s_{2}+1\right\} \xrightarrow{a}$ $\left\{q_{1}, 1,2, s_{3}-s_{2}+2, \ldots, s_{t}-s_{2}+2\right\} \xrightarrow{b^{n-2}}\left\{q_{0}, 0,2, s_{3}-s_{2}+2, \ldots, s_{t}-s_{2}+2\right\} \xrightarrow{b^{s_{2}-2}}$ $\left\{q_{0}, 0, s_{2}, s_{3}, \ldots, s_{t}\right\}$. The first set in this chain is considered in case (3a).
(4) Let $i=1\left(s_{1}=1\right)$. Then we have $\left\{q_{0}, 0, s_{2}-1, s_{3}-1, \ldots, s_{t}-1\right\} \xrightarrow{a}$ $\left\{q_{1}, 1, s_{2}, s_{3}, \ldots, s_{t}\right\}$. The former set is considered in (3). This proves reachability.

Secondly we prove distinguishability by analysing possible cases of two distinct states $p=\left\{q_{i}\right\} \cup S$ and $q=\left\{q_{j}\right\} \cup T$. Notice that the word $a b^{n-2}$ performs the transformation

$$
2 \xrightarrow{a b^{n-2}} 3 \xrightarrow{a b^{n-2}} \cdots \xrightarrow{a b^{n-2}} n-1 \xrightarrow{a b^{n-2}} 0 \xrightarrow{a b^{n-2}} 0 \quad \text { and } \quad 1 \xrightarrow{a b^{n-2}} 0,
$$

so by reading the word $\left(a b^{n-2}\right)^{n-3}$ the state $q_{2}$ is sent to $q_{n-1}$ while every other state is sent to $q_{0}$. It follows that theword $\left(a b^{n-2}\right)^{n-3} a$ is accepted only from the state $q_{2}$ and the word $b\left(a b^{n-2}\right)^{n-3} a$ is accepted only from the state $q_{n-1}$. Finally, for each $t, 0 \leq t \leq n-1$, the word $a^{n-1-t} b\left(a b^{n-2}\right)^{n-3} a$ is accepted by NFA $N$ only from state $t$. It follows that the sets $\left\{q_{i}\right\} \cup S$ and $\left\{q_{j}\right\} \cup T$ are distinguishable if $S \neq T$. Consider now the opposite situation, that two sets $p$ and $q$ differ only in $i$ or $j$, that is, $S=T$ and without loss of generality $0 \leq i<j \leq n-1$.
(1) Let $i=0$ and $j=n-2$. Then $\{0, n-2\} \subseteq S$. We use $b^{n-2}$ to get $\left\{q_{0}, 0\right\} \cup S_{1}$ and $\left\{q_{n-2}, 0\right\} \cup S_{1}$ where $S_{1} \subseteq\{2,3, \ldots, n-1\}$. Now, if $n-1 \notin S_{1}$, we use $a$ to get $\left\{q_{1}, 1\right\} \cup S_{1}^{\prime}$ and $\left\{q_{n-1}, 0,1\right\} \cup S_{1}^{\prime}$ which differ in state 0 , and so are distinguishable. If $n-1 \in S_{1}$, we use $a b^{n-2}$ to get $\left\{q_{0}, 0\right\} \cup S_{2}$ and $\left\{q_{n-2}, 0\right\} \cup S_{2}$ where

$$
S_{2} \subseteq\{2,3, \ldots, n-1\} \quad \text { and } \quad\left|S_{2}\right|<\left|S_{1}\right| .
$$

We use the same argument to $S_{2}$. If state $n-1$ is in all the resulting sets, then we eventually get $\left\{q_{0}, 0, n-2\right\}$ and $\left\{q_{n-2}, 0, n-2\right\}$. Finally we use $a$ to get $\left\{q_{1}, 1, n-1\right\}$ and $\left\{q_{n-1}, 0,1, n-1\right\}$, which differ in state 0 .
(2) Let $i=0,2 \leq j \leq n-3$. We read $b^{n-2-j}$ and get $\left\{q_{0}\right\} \cup S^{\prime}$ and $\left\{q_{n-2}\right\} \cup S^{\prime}$ which is considered in case (1).
(3) Let $i=0$ and $j=1$. Here we read $a b$ and get $\left\{q_{0}, 0\right\} \cup S_{1}$ and $\left\{q_{3}, 0\right\} \cup S_{1}^{\prime}$. If $S_{1} \neq S_{1}^{\prime}$ then we can continue as in case $S \neq T$, otherwise as in case (2).
(4) Let $i=0, j=n-1$. We read $a$ and get $\left\{q_{1}\right\} \cup S^{\prime}$ and $\left\{q_{0}\right\} \cup S^{\prime}$ which is considered in case (3).
(5) Let $1 \leq i<j \leq n-1$. We read $a^{n-j}$ and get $\left\{q_{n-j+i}\right\} \cup S^{\prime}$ and $\left\{q_{0}\right\} \cup S^{\prime}$ which is considered in cases (1)-(4).

Now let us consider the case where $|F|=n-1$ and $q_{0} \notin F$.
Lemma 9. Let $n \geq 3$. Let $L$ be a regular language accepted by an n-state $D F A$ $A=\left(Q, \Sigma, \cdot, q_{0}, F\right)$, where $|F|=n-1$ and $q_{0} \notin F$. Then $\operatorname{sc}\left(L^{2}\right) \leq(n+3) 2^{n-2}$, and the bound is tight if $|\Sigma| \geq 3$. The bound $(n+3) 2^{n-2}-1$ can be met by a binary language.

Proof. We start with the upper bound. Suppose we have constructed an NFA $N$ from the DFA $A$ as described in Construction 4. Consider the corresponding subset automaton of $N$. We first show that two distinct subsets of this automaton, $\left\{q_{i}\right\} \cup S$ and $\left\{q_{j}\right\} \cup S$, where $\{i, j\} \subseteq S$ are equivalent. If a word $w$ is rejected from state $\left\{q_{i}\right\} \cup S$ then $s \xrightarrow{w} 0$ for each element $s$ in $S$. It follows that $w$ is rejected from $\left\{q_{j}\right\} \cup S$ because $\left\{q_{j}\right\} \cup S \xrightarrow{w}\left\{q_{0}, 0\right\}$. Likewise, if $w$ is rejected from $\left\{q_{j}\right\} \cup S$ then $w$ is rejected from $\left\{q_{i}\right\} \cup S$. Excluding these equivalents subsets gives us the family $\mathcal{R}$ of $(n+3) 2^{n-2}$ reachable and pairwise distinguishable subsets of the subset automaton of $N$, which is:

$$
\begin{aligned}
\mathcal{R}= & \left\{\left\{q_{0}\right\} \cup X \mid X \subseteq\{0,1, \ldots, n-1\}\right\} \\
& \cup\left\{\left\{q_{i}\right\} \cup X \mid X \subseteq\{0,1, \ldots, n-1\}, 0 \in X, i \notin X\right\} .
\end{aligned}
$$

To prove the tightness of this upper bound, we introduce the DFA $B$ shown in Fig. 4 and we show that every DFA for $L(B)^{2}$ has at least $(n+3) 2^{n-2}$ states. Construct an NFA $N$ for the square of $L(B)^{2}$ as described in Construction 4. Let us show that each set in $\mathcal{R}$ is reachable in the subset automaton of $N$ and that all these sets are pairwise distinguishable.


Fig. 4. A binaryDFA $B$ with $\operatorname{sc}\left(L^{2}(B)\right)=(n+3) 2^{n-2}-1$.

We prove the reachability by induction on the size of subsets. The basis, where $|S| \leq 2$, holds true up to one set, namely $\left\{q_{0}, n-1\right\}$, since we have

$$
\begin{aligned}
& \rightarrow\left\{q_{0}\right\} \xrightarrow{a}\left\{q_{1}, 0\right\} \xrightarrow{b}\left\{q_{2}, 0\right\} \xrightarrow{b} \cdots \xrightarrow{b}\left\{q_{n-2}, 0\right\} \xrightarrow{b}\left\{q_{0}, 0\right\}, \\
&\left\{q_{n-2}, 0\right\} \xrightarrow{a}\left\{q_{n-1}, 0,1\right\} \xrightarrow{b}\left\{q_{n-1}, 0,2\right\} \xrightarrow{b} \cdots \xrightarrow{b}\left\{q_{n-1}, 0, n-2\right\} \xrightarrow{b}\left\{q_{n-1}, 0\right\}, \\
&\left\{q_{n-1}, 0\right\} \xrightarrow{a}\left\{q_{0}, 1\right\} \xrightarrow{b}\left\{q_{0}, 2\right\} \xrightarrow{b} \cdots \xrightarrow{b}\left\{q_{0}, n-2\right\} .
\end{aligned}
$$

We deal with $\left\{q_{0}, n-1\right\}$ later. Now assume that each set in $\mathcal{R}$ of size $t$ is reachable. Let $S=\left\{q_{i}, s_{1}, s_{2}, \ldots, s_{t}\right\}$ be a set of size $t+1$. Consider several cases.
(1) Let $i=1$, so $s_{1}=0$. Then $\left\{q_{0}, s_{2}-1, \ldots, s_{t}-1\right\} \xrightarrow{a}\left\{q_{1}, 0, s_{2}, \ldots, s_{t}\right\}$, where the former set of size $t$ is reachable by the induction hypothesis.
(2) Let $2 \leq i \leq n-2$, so $S=\left\{q_{i}, 0, s_{2}, s_{3}, \ldots, s_{t}\right\}$.

If $s_{2}=1$, then

$$
\begin{aligned}
\left\{q_{i-1}, 0, s_{3}-1, \ldots, s_{t}-1\right\} & \xrightarrow{a} S . \\
\left\{q_{i-1}, 0, s_{2}-1, \ldots, s_{t}-1\right\} & \xrightarrow{b} S \\
\left\{q_{i-1}, 0, s_{2}-1, \ldots, s_{t-1}-1, n-1\right\} & \xrightarrow{b} S .
\end{aligned}
$$

If $s_{2} \geq 2$ and $s_{t} \leq n-2$, then
If $s_{2} \geq 2$ and $s_{t}=n-1$, then
This induction step with case (1) as the basis proves case (2) by induction on $i$.
(3) Let $i=n-1$, so $S=\left\{q_{n-1}, 0, s_{2}, s_{3}, \ldots, s_{t}\right\}$. Consider two cases of $s_{t}$.

If $s_{t} \leq n-2$, then

$$
\left\{q_{n-2}, 0, s_{3}-s_{2}, \ldots, s_{t}-s_{2}\right\} \quad a b^{s_{2}-1} S
$$

If $s_{t}=n-1$, then

$$
\left\{q_{n-2}, 0, s_{3}-s_{2}, \ldots, s_{t-1}-s_{2}, n-2\right\} \quad a b^{s_{2}-1} S .
$$

The starting set is reachable by induction on $t$ in both cases.
(4) Let $i=0$, so $S=\left\{q_{0}, s_{1}, s_{2}, \ldots, s_{t}\right\}$. We consider four cases of $s_{1}$ and $s_{t}$ : If $s_{1}=0, s_{t} \leq n-2$, then $\quad\left\{q_{n-1}, 0, n-1, s_{3}-s_{2}, \ldots, s_{t}-s_{2}\right\} \quad \xrightarrow{a b^{s_{2}-1}} S$. If $s_{1}=0, s_{t}=n-1$, then $\quad\left\{q_{n-1}, 0, n-1, s_{3}-s_{2}, \ldots, s_{t-1}-s_{2}, n-2\right\} \quad \xrightarrow{a b^{s_{2}-1}} S$. If $s_{1} \geq 1, s_{t} \leq n-2$, then $\quad\left\{q_{n-1}, 0, s_{2}-s_{1}, \ldots, s_{t}-s_{1}\right\} \quad \xrightarrow{a b^{s_{1}-1}} S$. If $s_{1} \geq 1, s_{t}=n-1$, then $\quad\left\{q_{n-1}, 0, s_{2}-s_{1}, \ldots, s_{t-1}-s_{1}, n-2\right\} \quad \xrightarrow{a b^{s_{1}-1}} S$.

The starting sets are considered in case (3).
This proves reachability. To prove distinguishability, notice that the word $b^{n}$ is accepted by NFA $N$ only from state $n-1$. It follows that $a^{n-1-t} b^{n}$ is accepted only from state $t, 0 \leq t \leq n-1$. Hence two sets $\left\{q_{i}\right\} \cup S$ and $\left\{q_{j}\right\} \cup T$ are distinguishable if $S \neq T$. Consider two sets $\left\{q_{i}\right\} \cup S,\left\{q_{j}\right\} \cup S$ where $0 \leq i<j \leq n-1$ and assume
that $\{i, j\} \nsubseteq S$. Let $i=0$ and $S \subseteq\{0,1, \ldots, n-1\}$. Then $0 \in S$ and $j \notin S$, and we have

$$
\begin{aligned}
& \left\{q_{0}\right\} \cup S \xrightarrow{a^{n-1-j} b^{n}}\left\{q_{0}, 0\right\} \xrightarrow{a}\left\{q_{1}, 0,1\right\}, \\
& \left\{q_{j}\right\} \cup S \xrightarrow{a^{n-1-j} b^{n}}\left\{q_{n-1}, 0\right\} \xrightarrow{a}\left\{q_{0}, 1\right\},
\end{aligned}
$$

where the resulting states differ in state 0 . If $i \geq 1$, then we use $a^{n-j}$ to get the case above.

Up to now, we reached all sets in $\mathcal{R}$ except for $\left\{q_{0}, n-1\right\}$. This set remains unreachable because of the inability to reach it by $a$ nor $b$ from other state. Hence $\operatorname{sc}\left(L^{2}(B)\right)=(n+3) 2^{n-2}-1$. To reach the set $\left\{q_{0}, n-1\right\}$, we add one more symbol to $B$. We define the transitions on the symbol $c$ as follows:

$$
\delta\left(q_{0}, c\right)=q_{0} ; \quad \delta\left(q_{i}, c\right)=q_{i+i} \quad \text { if } 1 \leq i \leq n-2 ; \quad \delta\left(q_{n-1}, c\right)=q_{0}
$$

Denote the resulting DFA over $\{a, b, c\}$ by $C$. Then in the corresponding subset automaton for $L^{2}(C)$ the set $\left\{q_{0}, n-1\right\}$ is reachable from $\left\{q_{0}, n-2\right\}$ by $c$. The proof of the distinguishability remains the same. Thus $\operatorname{sc}\left(L^{2}(C)\right)=(n+3) 2^{n-2}$.

As a corollary of the two lemmas above, we get the next result.
Corollary 10. Let $n \geq 3$ and $L$ be a language over $\Sigma$ accepted by an $n$-state DFA in which $n-1$ states are final. Then $\operatorname{sc}\left(L^{2}\right) \leq(n+3) 2^{n-2}$, and this bound is tight if $|\Sigma| \geq 3$. The bound $(n+3) 2^{n-2}-1$ is met by a binary language.

We tested the state complexity of square on all binary automata with 3,4 and 5 states where the initial state is the only non-final state. But we did not find any binary automaton with the state complexity of its square greater than $(n+3) 2^{n-2}-1$. The following result shows that this lower bound is tight for every $n \geq 3$ on a binary alphabet.

Theorem 11. Let $n \geq 3$ and $L$ be a binary language accepted by an n-state DFA in which $n-1$ states are final. Then $\operatorname{sc}\left(L^{2}\right) \leq(n+3) 2^{n-2}-1$, and this bound is tight.

Proof. We already showed the witness language with $\operatorname{sc}\left(L^{2}\right) \geq(n+3) 2^{n-2}-1$ in Lemma 9. It remains to show that the upper bound $(n+3) 2^{n-2}$ cannot be met in the binary case.

Suppose for a contradiction that there is a minimal $n$-state DFA $A=$ $\left(Q,\{a, b\}, \cdot, q_{0}, Q \backslash\left\{q_{0}\right\}\right)$ where the only non-final state is the initial state and the NFA for its square has $(n+3) 2^{n-2}$ reachable and also distinguishable states. Let us take a closer look at its transitions.

The option of $q_{0} \cdot a=q_{0} \cdot b=q_{0}$ is unsatisfying because that means that $A$ is not minimal. Without the loss of generality let $q_{0} \cdot a=q_{1}$ where $q_{1} \neq q_{0}$. We show that $q_{0} \cdot b=q_{0}$. If not, then $q_{0} \cdot b=q_{j}$ and $j \neq 0$. Let us show that we are
unable to reach the set $\left\{q_{0}, 0\right\}$. If we would try to reach it by reading an $a$ or $b$ from $\left\{q_{0}\right\} \cup S$ we would reach $\left\{q_{1}, \ldots\right\}$, or $\left\{q_{j}, \ldots\right\}$. We can try from the subset $\left\{q_{i}\right\} \cup S$, where $i \neq 0$, so $0 \in S$. Then we would have $\left\{q_{i}, 0, \ldots\right\} \xrightarrow{a}\{\ldots, 1, \ldots\}$ or $\left\{q_{i}, 0, \ldots\right\} \xrightarrow{b}\{\ldots, j, \ldots\}$, so not reach $\left\{q_{0}, 0\right\}$ at all. Hence $q_{0} \cdot b=q_{0}$.

Now we consider the transitions that would ensure the reachability of the subsets $\left\{q_{0}, 0\right\},\left\{q_{0}, 1\right\},\left\{q_{0}, 2\right\}, \ldots,\left\{q_{0}, n-1\right\}$. All of them, except for $\left\{q_{0}, 1\right\}$, cannot be reached by reading an $a$ for the same reason as we showed previously with $\left\{q_{0}, 0\right\}$. That means that they are reached by reading a $b$. There must be some final state, that has outcoming transition on $b$ to $q_{0}$ otherwise $\left\{q_{0}, 0\right\}$ will remain unreachable since $q_{0} \notin F$. Let us denote this state as $q_{n-1}$. There must be also incoming transitions on $b$ to states $q_{2}, q_{3}, \ldots, q_{n-1}$. This enforces $b$ transitions to be like $q_{0} \xrightarrow{b} q_{0}, q_{1} \xrightarrow{b} q_{2} \xrightarrow{b} \cdots \xrightarrow{b} q_{n-1} \xrightarrow{b} q_{0}$. Now we know for sure that $\left\{q_{0}, 1\right\}$ is not reached by reading a $b$ so there must be some $x \neq 0$ that $q_{x} \xrightarrow{a} q_{0}$.

We claim that transitions on $a$ has to be a permutation in order to achieve all the subsets. Suppose for a contradiction that transitions on $a$ do not form a permutation and let us see how we are unable to reach the subset $\left\{q_{0}, 0,1, \ldots, n-1\right\}$ in such a case. Our subset is not reached by $b$, because $b$ has no incoming transition to $q_{1}$, so we should try to reach it by $a$ instead. If transitions on $a$ do not form a permutation, then there is a state $q_{y}$ that has at least two incoming transitions on $a$ from at least two different states. Therefore there is a state $q_{j}$ that has no incoming transtions on $a$. State $q_{j}$ is not $q_{0}$ because we already said that there is some $q_{x} \xrightarrow{a} q_{0}$. Reading an $a$ does not reach subset containing $j$, thus neither the subset $\left\{q_{0}, 0,1, \ldots, n-1\right\}$. To conclude, transitions on $a$ must form a permutation.

Now we know that to reach all the possible subsets we have to have a DFA as showed in Fig. 5 where the transitions on $a$ form a permutation. We show that some subsets of the subset automaton for the square of this DFA that should be distinguishable are actually equivalent. For this reason we introduce the families of subsets $T_{1}, \ldots, T_{n-1}$, where family $T_{i}$ consists of subsets $\left\{q_{0}, 0, i\right\} \cup S$ and $S \subseteq$ $\{i+1, i+2, \ldots, n-1\}$. Moreover let $T_{n}=\left\{q_{0}, 0\right\}$. Using previously defined transitions on $a$ we have


Fig. 5. Transitions on $b$ in a binary witness.


Fig. 6. Families of subsets and transitions between them.
that is, reading $a$ from every subset in $T_{i}$ results in a subset in $T_{1}$; here $\approx$ stands for the equivalence between states; recall that in the begining of the proof of Lemma 9 we showed that two distinct subsets $\left\{q_{i}\right\} \cup S$ and $\left\{q_{j}\right\} \cup S$, where $\{i, j\} \subseteq S$ are equivalent for the case when the only non final state is the initial state.

Now consider transitions on $b$ :

$$
\begin{gathered}
\left\{q_{0}, 0,1\right\} \cup S \xrightarrow{b}\left\{q_{0}, 0,2\right\} \cup S \cdot b \in T_{2}, \\
\left\{q_{0}, 0, i\right\} \cup S \xrightarrow{b}\left\{q_{0}, 0, i+1\right\} \cup S \cdot b \in T_{i+1}, \\
\left\{q_{0}, 0, n-1\right\} \xrightarrow{b}\left\{q_{0}, 0\right\}, \quad\left\{q_{0}, 0\right\} \xrightarrow{b}\left\{q_{0}, 0\right\} .
\end{gathered}
$$

This means that reading $b$ from every subset in $T_{i}$ results in a subset in $T_{i+1}$ except for $T_{n}$ that stays in itself. This is illustrated in Fig. 6.

Observe that all the elements from one family upon reading any word $w$ would end up in the accepting state from some of the families $T_{1}, \ldots, T_{n-1}$ or in the only rejecting state $\left\{q_{0}, 0\right\}$. That means that the elements of the family $T_{i}$ are equivalent. It remains to show that at least one of these families has more than one reachable subset. Let us take family $T_{1}$ :

$$
\left\{q_{0}, 0\right\} \xrightarrow{a}\left\{q_{1}, 0,1\right\} \xrightarrow{b^{x-1}}\left\{q_{x}, 0, x\right\} \xrightarrow{a}\left\{q_{0}, 0,1\right\} \in T_{1} .
$$

To reach another subset from $T_{1}$ we use the argument of the permutation formed by transitions on $a$. The state $q_{0}$ has an outgoing transition on $a$ to the state $q_{1}$. If the state $q_{1}$ is returning to the $q_{0}$ on $a$ then we have, where $q_{y} \xrightarrow{a} q_{2}$ and $y \geq 2$,

$$
\left\{q_{0}, 0,1\right\} \xrightarrow{b^{y-1}}\left\{q_{0}, 0, y\right\} \xrightarrow{a}\left\{q_{1}, 0,1,2\right\} \xrightarrow{a}\left\{q_{0}, 0,1,2 \cdot a\right\} \in T_{1} .
$$

Otherwise, if $q_{1} \xrightarrow{a} q_{z}$, where $2 \leq z \leq n-1$, supposing that $q_{z} \xrightarrow{a^{k}} q_{0}$ then we have

$$
\begin{aligned}
& \left\{q_{0}, 0,1\right\} \xrightarrow{a}\left\{q_{1}, 0,1, z\right\} \xrightarrow{a}\left\{q_{z}, 0,1, z, z \cdot a\right\} \\
& \quad \xrightarrow{a^{k}}\left\{q_{0}, 1, z, z \cdot a, z \cdot a^{2}, \ldots, z \cdot a^{k}\right\} \supseteq\left\{q_{0}, 0,1, z\right\},
\end{aligned}
$$

so the reached subset is from $T_{1}$. So far we showed that to reach the subsets we need to start from DFA as shown in Fig. 5 with $a$ being a permutation. However in
such a case at least two reached subsets that should be distinguishable, as observed in Lemma 9, are equivalent. Our proof is complete.

### 3.2. Square on unary DFAs

To complete the overview about the square operation on deterministic automata we should not forget unary alphabets. We refer to the paper by Rampersad [11] once again. Notice that the complexity of square in this case is exponentially smaller than in the binary case. To get the complexity of square (respectively power) in the unary case, Rampersad used the result on concatenation by Pighizzini and Shallit [10], Theorem 10, the proof of which is rather complicated. For the sake of completeness we provide a simple proof for square here.

We use Nicaud's notation for unary automata: We identify each state $q$ with the smallest number $i$ such that $q_{0} \cdot a^{i}=q$. Given two integers $n$ and $\ell$ with $0 \leq \ell \leq n-1$ and a set $F \subseteq\{0,1, \ldots, n-1\}$, we denote by $A=(n, \ell, F)$ the $n$-state unary DFA $A$ with the state set $Q=\{0,1, \ldots, n-1\}$, in which $i \cdot a=i+1$ if $0 \leq i \leq n-2$ and $n-1 \cdot a=\ell$, and the set of final states is $F$.

Theorem 12 ([11], Theorems 3 and 4 with $k=2$ ). Let $L$ be a unary language with $\operatorname{sc}(L)=n$. Then $\operatorname{sc}\left(L^{2}\right) \leq 2 n-1$ and the bound is tight.

Proof. Let $L$ be accepted by a unary DFA $A=(n, \ell, F)$. Let us show that $L^{2}$ is accepted by the DFA $A^{\prime}=\left(2 n-1, n-1+\ell,\left\{i+j \mid i, j \in F^{\prime}\right\}\right)$ where

$$
F^{\prime}=\left\{i+j \mid 0 \leq i+j \leq 2 n-2 \text { and } a^{i}, a^{j} \in L\right\}
$$

Notice that both of $A$ and $A^{\prime}$ have a loop of length $n-\ell$. It follows immediately from the construction that for every $m$ with $0 \leq m \leq 2 n-2$, the state $m$ is a final state of the DFA $A^{\prime}$ if and only if $a^{m} \in L^{2}$. We next show that for every $m$ with $m \geq n-1+\ell$, the word $a^{m}$ is in $L^{2}$ if and only if the word $a^{m+(n-\ell)}$ is in $L^{2}$.

If $m \geq n-1+\ell$ and $a^{m} \in L^{2}$, then $m=i+j$ where $a^{i}, a^{j} \in L$ and, without loss of generality, we must have $i \geq \ell$. It follows that $a^{i+(n-\ell)} \in L$, and therefore $a^{m+(n-\ell)} \in L^{2}$.

To prove the converse, let $m \geq n-1+\ell$ and $a^{m+(n-\ell)} \in L^{2}$. Then $m+(n-\ell)=$ $i+j$ where $a^{i}, a^{j} \in L$, and, without loss of generality, we must have $i \geq n$. It follows that $a^{i-(n-\ell)} \in L$, and therefore $a^{m} \in L^{2}$.

The upper bound $2 n-1$ is met by the unary language $\left\{a^{m} \mid m \geq n-1\right\}$.

$$
\begin{aligned}
& A=(5,2,\{1,2\}) \rightarrow(0 \rightarrow(1) \rightarrow(3) \rightarrow \text { (2) }
\end{aligned}
$$

Fig. 7. The construction of a unary DFA for square; $n=5, \ell=2, F=\{1,2\}$.

## 4. Square on Alternating and Boolean Automata

Fellah, Jürgensen, and Yu in Ref. [4], Theorem 9.3, showed that if a language $K$ is accepted by an $m$-state AFA and a language $L$ is accepted by an $n$-state AFA, then the language $K L$ is accepted by an AFA of at most $2^{m}+n+1$ states. It follows that $2^{n}+n+1$ is an upper bound for the square on AFAs. Here we use our results from the previous section to prove tightness of this upper bound. For the square on BFAs, we get the tight upper bound $2^{n}+n$. Recall that $\operatorname{asc}(L)$ is the smallest number of states in any AFA for $L$ and $\operatorname{bsc}(L)$ is defined analogously.

Theorem 13 (Square on AFAs). Let $n \geq 2$. Let $L$ be a regular language over $\Sigma$ with $\operatorname{asc}(L)=n$. Then $\operatorname{asc}\left(L^{2}\right) \leq 2^{n}+n+1$, and the bound is tight if $|\Sigma| \geq 2$.

Proof. From given upper bound from [4], Theorem 9.3, we know that $\operatorname{asc}\left(L^{2}\right) \leq$ $2^{n}+n+1$. For tightness, let $L^{R}$ be the language accepted by the DFA $A$ defined in the proof of Theorem 7 with2 ${ }^{n}$ states where half of the states are final, that is, $k=2^{n-1}$. By Lemma 3, $L$ is accepted by an AFA with $n$ states. Using Theorem 7 we know that $\operatorname{sc}\left(\left(L^{R}\right)^{2}\right)=2^{n} 2^{2^{n}}-2^{n-1} 2^{2^{n}-1}$. By Corollary $2, \operatorname{asc}\left(L^{2}\right) \geq\left\lceil\log \left(\operatorname{sc}\left(\left(L^{R}\right)^{2}\right)\right)\right\rceil=$ $2^{n}+n$.

Suppose for a contradiction that $L^{2}$ is accepted by an AFA with $2^{n}+n$ states. By Lemma 1, the language $\left(L^{2}\right)^{R}$ is accepted by a $2^{2^{n}+n}$ - state DFA with $2^{2^{n}+n-1}$ final states. It follows immediately that the minimal DFA for $\left(L^{2}\right)^{R}$ has at most $2^{2^{n}+n-1}$ final states. However, the minimal DFA for the language $\left(L^{2}\right)^{R}=\left(L^{R}\right)^{2}$ has $2^{n} 2^{2^{n}}-2^{n-1} 2^{2^{n}-1}=2^{n-1} 2^{2^{n}}+2^{n-1} 2^{2^{n}-1}$ states, where $2^{n-1} 2^{2^{n-1}}+2^{n-1} 2^{2^{n-1}-1}$ of them are non-final-those $\left\{q_{i}\right\} \cup S$, where $S \subseteq\left\{q_{0}, q_{1}, \ldots, q_{2^{n-1}-1}\right\}$. Thus the number of final states in the minimal DFA for $\left(L^{2}\right)^{R}$ is

$$
2^{n-1}\left(2^{2^{n}}+2^{2^{n}-1}\right)-2^{n-1}\left(2^{2^{n-1}}+2^{2^{n-1}-1}\right)
$$

and since $n \geq 2$, we get

$$
\begin{aligned}
& 2^{n-1}\left(2^{2^{n}}+2^{2^{n}-1}\right)-2^{n-1}\left(2^{2^{n-1}}+2^{2^{n-1}-1}\right) \\
& \quad=2^{2^{n}} 2^{n-1}\left(1+\frac{1}{2}-\frac{1}{2^{2^{n-1}}}-\frac{1}{2^{2^{n-1}+1}}\right) \\
& \quad>2^{2^{n}+n-1}\left(1+\frac{1}{2}-\frac{1}{4}-\frac{1}{4}\right)=2^{2^{n}+n-1} .
\end{aligned}
$$

Hence the minimal DFA for $\left(L^{2}\right)^{R}$ has more than $2^{2^{n}+n-1}$ final states, a contradiction. It follows that $\operatorname{asc}\left(L^{2}\right) \geq 2^{n}+n+1$.

Theorem 14 (Square on BFAs). Let $n \geq 2$. Let $L$ be a regular language over $\Sigma$ with $\operatorname{bsc}(L)=n$. Then $\operatorname{bsc}\left(L^{2}\right) \leq 2^{n}+n$, and the bound is tight if $|\Sigma| \geq 2$.

Proof. The upper bound follows from the upper bound $2^{m}+n$ on the complexity of the concatenation operation on BFAs [7], Theorem 4 . Let $L^{R}$ be a language accepted by DFA $A$ from Fig. 1 with $2^{n}$ states and one final state. By Lemma 3,
$L$ is accepted by an $n$-state BFA. We are able to determine the state complexity of $\left(L^{R}\right)^{2}$ using Theorem 7: $\operatorname{sc}\left(\left(L^{R}\right)^{2}\right)=2^{n} \cdot 2^{2^{n}}-2^{2^{n}-1}$. By Corollary 2,

$$
\operatorname{bsc}\left(L^{2}\right) \geq\left\lceil\log \left(2^{n} \cdot 2^{2^{n}}-2^{2^{n}-1}\right)\right\rceil=2^{n}+n .
$$

The next result shows that the binary alphabet in the two theorems above cannot be decreased to unary.

Theorem 15 (Square on unary BFAs). Let $n \geq 2$. Let $L$ be a unary regular language with $\operatorname{bsc}(L)=n$. Then $\operatorname{bsc}\left(L^{2}\right) \leq n+1$.

Proof. If $L$ is accepted by an $n$-state BFA, then the language $L^{R}$ is accepted by a $2^{n}$-state DFA. Since $L$ is unary, we have $L^{R}=L$. By Theorem 12 the language $L^{2}$ is accepted by a DFA with at most $2^{n+1}-1$ states. It follows that $L^{2}$ is accepted by a BFA with at most $n+1$ states.

## 5. Conclusions

We studied the state complexity of the square of languages represented by deterministic, alternating, and Boolean finite automata. First, for each $k$ such that $1 \leq k \leq n-2$, we showed that the upper bound $n 2^{n}-k 2^{n-1}$ on the square of languages represented by $n$-state DFAs with $k$ final states is tight in the binary case. Then we analysed the case of $n-1$ final states, where we proved that the bound $(2 n+2) 2^{n-2}$ cannot be met. We provided the tight upper bound $(n+2) 2^{n-2}$ for the case when the initial state is final and we found a binary witness. When the initial state is the only non-final state, we obtained the upper bound $(n+3) 2^{n-2}$ with a ternary witness. In the binary case we proved that the tight upper bound is $(n+3) 2^{n-2}-1$. Since the complexity of the square on unary alphabet is $2 n-1$, the binary alphabet is always optimal in our witness examples.

Finally, we used our results on the square on deterministic finate automata to describe binary witness languages meeting the upper bounds2 ${ }^{n}+n+1$ and $2^{n}+n$ for square on alternating and Boolean finite automata,respectively. We proved that the binary alphabet is again optimal. Our results can be extended for the concatenation operation just by concatenatingtwo of our automata with different number of states. This provides an alternative solution for the open problem stated by Fellah, Jürgensen, and Yu in Ref. [4].

There remain a few unanswered questions. For example, the exact complexity of the square operation on unary alternating and Boolean automata; the state complexity of the power on alternating and Boolean automata, resolved for deterministic automata, e.g. by Domaratzki and Okhotin[3], and of course the range of possible complexities for square.
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#### Abstract

We investigate the descriptional complexity of basic regular operations on languages represented by Boolean and alternating finite automata. In particular, we consider the operations of difference, symmetric difference, star, reversal, left quotient, and right quotient, and get tight upper bounds $m+n, m+n, 2^{n}, 2^{n}, m$, and $2^{m}$, respectively, for Boolean automata, and $m+n+1, m+n, 2^{n}, 2^{n}, m+1$, and $2^{m}+1$, respectively, for alternating finite automata. To describe witnesses for symmetric difference, we use a ternary alphabet. All the remaining witnesses are defined over binary or unary alphabets that are shown to be optimal.


## 1 Introduction

The Boolean finite automata (BFAs) are generalization of nondeterministic finite automata (NFAs). In an NFA, the transition function maps any pair of state and input symbol to a subset of states. This subset can be viewed as disjunction of its states. We obtain a BFA by considering other Boolean functions on states as a result of the transition function. Alternating finite automata (AFAs) start from the only one initial state, wheares Boolean automata may start their computation in any Boolean function designated as the initial function.

Boolean automata recognize the class of regular languages [2,4]. Every $n$-state Boolean automaton can be simulated by $2^{2^{n}}$-state deterministic finite automaton (DFA), or by $\left(2^{n}+1\right)$-state NFA, and both upper bounds are tight already in the binary case $[2,10]$.

Some of the constructions and upper bounds for elementary operations on alternating automata were introduced in [5]. The upper bound $2^{m}+n+1$ for concatenation from [5] has been shown to be tight in [8]. Detailed results for the square on alternating and Boolean automata can be found in [12]. Tight upper bounds for union and intersection were shown in [10]. For star and reversal, the upper and lower bound provided in [10] differed by one.

[^1](C) Springer International Publishing AG, part of Springer Nature 2018
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In this paper we continue the study of the operational complexity on Boolean and alternating finite automata. We improve the results on star and reversal from [10] and provide exact complexity of these two operations. We also examine other regular operations: complementation, difference, symmetric difference, left and right quotient on both Boolean and alternating automata. We get the exact complexity for each operation on both BFAs and AFAs. All our witness languages are defined over a small fixed alphabet which is optimal in most of the cases.

## 2 Preliminaries

Let $\Sigma$ be a finite alphabet of symbols. Then $\Sigma^{*}$ denotes the set of words over $\Sigma$ including the empty word $\varepsilon$. A language is any subset of $\Sigma^{*}$. The cardinality of a finite set $A$ is denoted by $|A|$, and its power-set by $2^{A}$. The reader may refer to $[7,17,18]$ for details.

A nondeterministic finite automaton (NFA) is a quintuple $A=$ $(Q, \Sigma, \circ, I, F)$, where $Q$ is a finite set of states, $\Sigma$ is a finite non-empty alphabet, $\circ: Q \times \Sigma \rightarrow 2^{Q}$ is the transition function which is naturally extended to the domain $2^{Q} \times \Sigma^{*}, I \subseteq Q$ is the set of initial states, and $F \subseteq Q$ is the set of final states. The language accepted by $A$ is the set $L(A)=\left\{w \in \Sigma^{*} \mid I \circ w \cap F \neq \emptyset\right\}$. For a symbol $a$, we say that $(p, a, q)$ is a transition in NFA $A$ if $q \in p \circ a$, and the state $q$ has an in-transition on $a$. For a word $w$, we write $p \xrightarrow{w} q$ if $q \in p \circ w$.

An NFA $A$ is deterministic (DFA) if $|I|=1$ and $|q \circ a|=1$ for each $q$ in $Q$ and each $a$ in $\Sigma$; so all DFAs in this paper are assumed to be complete. We write $p \cdot a=q$ instead of $p \circ a=\{q\}$ in such a case. The state complexity of a regular language $L, \operatorname{sc}(L)$, is the smallest number of states in any DFA for $L$. A state $q$ of a DFA is called sink state if $q \cdot a=q$ for each $a$ in $\Sigma$.

For unary DFAs we use the Nicaud's notation [15]. For two integers $\ell$ and $n$ such that $0 \leq \ell \leq n-1$ and a subset $F$ of $\{0, \ldots, n-1\}, A=(n, \ell, F)$ is the unary automaton whose set of states is $Q=\{0, \ldots, n-1\}$ and the transition function is given by $q \cdot a=q+1$ if $0 \leq q \leq n-2$ and $(n-1) \cdot a=\ell$. The initial state of this automaton is 0 and its set of final states is $F$.

Every NFA $A=(Q, \Sigma, \circ, I, F)$ can be converted to an equivalent DFA $\mathcal{D}(A)=\left(2^{Q}, \Sigma, \cdot, I, F^{\prime}\right)$, where $S \cdot a=S \circ a$ for each $S$ in $2^{Q}$ and $a$ in $\Sigma$ and $F^{\prime}=\left\{R \in 2^{Q} \mid R \cap F \neq \emptyset\right\}$. We call the DFA $\mathcal{D}(A)$ the subset automaton of the NFA $A$. The subset automaton may not be minimal since some of its states may be unreachable or equivalent to other states.

To prove distinguishability of the states of the subset automaton, the following notions and observations are useful. A state $q$ of an NFA $A$ is called uniquely distinguishable if there is a word $w$ which is accepted by $A$ from and only from the state $q$, that is $p \circ w \cap F \neq \emptyset$ if and only if $p=q$. A transition $(p, a, q)$ is called a unique in-transition if there is no state $r$ such that $r \neq p$ and $(r, a, q)$ is a transition in $A$. A state $q$ is uniquely reachable from a state $p$ if there exists a sequence of unique in-transitions $\left(q_{i}, a, q_{i+1}\right)$ for $i=0,1, \ldots, k$ such that $q_{0}=p$ and $q_{k+1}=q$.

Proposition 1 [1, Propositions 14 and 15]. Let $A$ be an NFA and $\mathcal{D}(A)$ be the corresponding subset automaton.
(a) If two subsets of $\mathcal{D}(A)$ differ in a uniquely distinguishable state of $A$, then they are distinguishable.
(b) If a state $q$ of $A$ is uniquely distinguishable and uniquely reachable from a state $p$, then the state $p$ is uniquely distinguishable as well.
(c) If there is a uniquely distinguishable state of $A$ which is uniquely reachable from any other state of $A$, then every state of $A$ is uniquely distinguishable.
(d) If every state of $A$ is uniquely distinguishable, then the subset automaton $\mathcal{D}(A)$ does not have equivalent states.

Let $K$ and $L$ be languages over an alphabet $\Sigma$. The difference and symmetric difference of $K$ and $L$ are the languages $K \backslash L=\{w \in K \mid w \notin L\}$ and $K \oplus L=\{w \in K \mid w \notin L\} \cup\{w \in L \mid w \notin K\}$, respectively. If languages $K$ and $L$ are accepted by DFAs $A=\left(Q_{A}, \Sigma,{ }_{\cdot}, s_{A}, F_{A}\right)$ and $B=\left(Q_{B}, \Sigma, \cdot_{B}, s_{B}, F_{B}\right)$, then the language $K \cap L$ is accepted by the product automaton $A \times B=$ $\left(Q_{A} \times Q_{B}, \Sigma, \cdot,\left(s_{A}, s_{B}\right), F_{A} \times F_{B}\right)$ where $(p, q) \cdot a=\left(p \cdot{ }_{A} a, q \cdot{ }_{B} a\right)$. For the remaining Boolean operations we only need to change the set of final states in the product automaton. For union, difference, symmetric difference the set of final states is $\left(F_{A} \times Q_{B}\right) \cup\left(Q_{A} \times F_{B}\right), F_{A} \times\left(Q_{B} \backslash F_{B}\right),\left(F_{A} \times\left(Q_{B} \backslash F_{B}\right)\right) \cup\left(\left(Q_{A} \backslash F_{A}\right) \times F_{B}\right)$, respectively.

The reverse of a word is defined as $\varepsilon^{R}=\varepsilon$ and $(w a)^{R}=a w^{R}$ for each symbol $a$ and word $w$. The reverse of a language $L$ is the language $L^{R}=\left\{w^{R} \mid w \in L\right\}$. The reverse of an NFA $A$ is an NFA $A^{R}$ obtained from $A$ by reversing all the transitions and by swapping the roles of initial and final states. The NFA $A^{R}$ recognizes the reverse of $L(A)$.

The concatenation of $K$ and $L$ is the language $K L=\{u v \mid u \in K$ and $v \in L\}$. The square of a language $L$ is the language $L^{2}=L L$. The right quotient of $K$ by $L$ is the language $K L^{-1}=\left\{x \in \Sigma^{*} \mid x y \in K\right.$ for some $\left.y \in L\right\}$. The left quotient of $K$ by $L$ is the language $L^{-1} K=\left\{x \in \Sigma^{*} \mid y x \in K\right.$ for some $\left.y \in L\right\}$.

A Boolean finite automaton (BFA) is a quintuple $A=\left(Q, \Sigma, \delta, g_{s}, F\right)$, where $Q$ is a finite non-empty set of states, $Q=\left\{q_{1}, \ldots, q_{n}\right\}, \Sigma$ is an input alphabet, $\delta$ is the transition function that maps $Q \times \Sigma$ into the set $\mathcal{B}_{n}$ of Boolean functions with variables $\left\{q_{1}, \ldots, q_{n}\right\}, g_{s} \in \mathcal{B}_{n}$ is the initial Boolean function, and $F \subseteq Q$ is the set of final states. The transition function $\delta$ can be extended to the domain $\mathcal{B}_{n} \times \Sigma^{*}$ as follows: For all $g$ in $\mathcal{B}_{n}, a$ in $\Sigma$, and $w$ in $\Sigma^{*}$, we have $\delta(g, \varepsilon)=g$; if $g=g\left(q_{1}, \ldots, q_{n}\right)$, then $\delta(g, a)=g\left(\delta\left(q_{1}, a\right), \ldots, \delta\left(q_{n}, a\right)\right) ; \delta(g, w a)=\delta(\delta(g, w), a)$. Next, let $f=\left(f_{1}, \ldots, f_{n}\right)$ be the Boolean vector with $f_{i}=1$ iff $q_{i} \in F$. The language accepted by the BFA $A$ is the set $L(A)=\left\{w \in \Sigma^{*} \mid \delta\left(g_{s}, w\right)(f)=1\right\}$.

A Boolean finite automaton is called alternating (AFA) if the initial function is a projection $g\left(q_{1}, \ldots, q_{n}\right)=q_{i}$. For details, we refer to $[2,5,10,13,17,18]$.

The Boolean (alternating) state complexity of $L, \operatorname{bsc}(L)(\operatorname{asc}(L))$, is the smallest number of states in any BFA (AFA) for $L$. It is known that a language $L$ is accepted by an $n$-state BFA (AFA) if and only if the language $L^{R}$ is accepted
by an $2^{n}$-state DFA (with $2^{n-1}$ final states). Since this is the crucial observation used later in the paper, we state it in the next two lemmas and provide proof ideas here.

Lemma 2 (cf. [5, Theorem 4.1, Corollary 4.2] and [10, Lemma 1]). Let $L$ be a language accepted by an n-state BFA (AFA). Then the reversal $L^{R}$ is accepted by a DFA of $2^{n}$ states (of which $2^{n-1}$ are final).

Proof (Proof Idea). Let $A=\left(\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}, \Sigma, \delta, g_{s}, F\right)$ be an $n$-state BFA for $L$. Construct a $2^{n}$-state NFA $A^{\prime}=\left(\{0,1\}^{n}, \Sigma, \delta^{\prime}, S,\{f\}\right)$, where

- for every $u=\left(u_{1} \ldots, u_{n}\right) \in\{0,1\}^{n}$ and every $a \in \Sigma$, $\delta^{\prime}(u, a)=\left\{u^{\prime} \in\{0,1\}^{n} \mid \delta\left(q_{i, a}\right)\left(u^{\prime}\right)=u_{i}\right.$ for $\left.i=1, \ldots, n\right\}$;
$-S=\left\{\left(b_{1}, \ldots, b_{n}\right) \in\{0,1\}^{n} \mid g_{s}\left(b_{1}, \ldots, b_{n}\right)=1\right\}$;
- $f=\left(f_{1}, \ldots, f_{n}\right) \in\{0,1\}^{n}$ with $f_{i}=1$ iff $q_{i} \in F$.

Then $L(A)=L\left(A^{\prime}\right)$ and $\left(A^{\prime}\right)^{R}$ is deterministic. Moreover if $A$ is an AFA then $A^{\prime}$ has $2^{n-1}$ initial states. It follows that $L^{R}$ is accepted by a DFA with $2^{n}$ states, of which $2^{n-1}$ are final if $A$ is an AFA.

Lemma 3 (cf. [10, Lemma 2]). Let $L^{R}$ be accepted by a DFA $A$ of $2^{n}$ states (of which $2^{n-1}$ are final). Then $L$ is accepted by an $n$-state BFA (AFA).

Proof (Proof Idea). Consider $2^{n}$-state NFA $A^{R}$ for $L$ which has exactly one final state and the set of initial states $S$ (and $|S|=2^{n-1}$ ). Let the state set $Q$ of $A^{R}$ be $\left\{0,1, \ldots, 2^{n}-1\right\}$ with final state $k$ and the initial set $S\left(S=\left\{2^{n-1}, \ldots, 2^{n}-1\right\}\right)$. Let $\delta$ be the transition function of $A^{R}$. Moreover, for every $a \in \Sigma$ and for every $i \in Q$, there is exactly one state $j$ such that $j$ goes to $i$ on $a$ in $A^{R}$. For a state $i \in Q$, let $\operatorname{bin}(i)=\left(b_{1}, \ldots, b_{n}\right)$ be the binary $n$-tuple such that $b_{1} b_{2} \cdots b_{n}$ is the binary notation of $i$ on $n$ digits with leading zeros if necessary.

Let us define an $n$-state BFA $A^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, g_{s}, F^{\prime}\right)$, where $Q^{\prime}=\left\{q_{1}, \ldots, q_{n}\right\}$, $F^{\prime}=\left\{q_{\ell} \mid \operatorname{bin}(k)_{\ell}=1\right\}$, and $g_{s}(\operatorname{bin}(i))=1 \mathrm{iff} i \in S\left(g_{s}=q_{1}\right)$. We define $\delta^{\prime}$ to suffice the condition: for each $i$ in $Q$ and $a$ in $\Sigma,\left(\delta^{\prime}\left(q_{1}, a\right), \ldots, \delta^{\prime}\left(q_{n}, a\right)\right)(\operatorname{bin}(i))=$ $\operatorname{bin}(j)$ where $i \in \delta(j, a)$. Then $L\left(A^{\prime}\right)=L\left(A^{R}\right)$.

As a corollary of the previous two lemmas, we get the following results.
Corollary 4. If $L$ is a regular language, then $\operatorname{bsc}(L) \geq\left\lceil\log \left(\operatorname{sc}\left(L^{R}\right)\right)\right\rceil$ and $\operatorname{asc}(L) \geq\left\lceil\log \left(\operatorname{sc}\left(L^{R}\right)\right)\right\rceil$.

Corollary 5. Let $L$ be a unary language. Then $L$ is accepted by an n-state BFA (AFA) if and only if $L$ is accepted by a $2^{n}$-state DFA (with $2^{n-1}$ final states).

Now we prove several propositions which we use later in our paper.
Proposition 6. If $L$ is accepted by an $n$-state BFA, then $L$ is accepted by an $(n+1)$-state AFA.

Proof. Let a language $L$ be accepted by an $n$-state BFA $(Q, \Sigma, \delta, g, F)$. Let $A=$ $\left(Q \cup\{s\}, \Sigma, \delta^{\prime}, s, F^{\prime}\right)$ where $s \notin Q, \delta^{\prime}(q, a)=\delta(q, a)$ if $q \in Q$ and $\delta^{\prime}(q, a)=\delta(g, a)$ if $q=s ; F^{\prime}=F$ if $\varepsilon \notin L$ and $F^{\prime}=F \cup\{s\}$ if $\varepsilon \in L$. Then $A$ is an $(n+1)$-state AFA for $L$.

Proposition 7. Let $K$ and $L$ be languages over $\Sigma$. Then
(a) $\left(K L^{-1}\right)^{R}=\left(L^{R}\right)^{-1} K^{R}$;
(b) $\left(L^{-1} K\right)^{R}=K^{R}\left(L^{R}\right)^{-1}$.

Proposition 8. Let a non-empty language $L$ be accepted by an n-state DFA. Then $L^{*}$ is accepted by a $2^{n}$-state DFA with half of the states final.

Proof. Let $L$ be accepted by an $n$-state DFA $A=(Q, \Sigma, \cdot, s, F)$. If the initial state is the only final state in $A$, then $L^{*}=L$, and we may add final and nonfinal unreachable sink states to get the desired automaton. Otherwise there is a final state $q_{F}$ such that $q_{F} \neq s$. Construct an NFA $N$ for $L^{*}$ from $A$ as follows:
(a) add the transition $(q, a, s)$ whenever $q \cdot a \in F$;
(b) add a new initial and final state $q_{0}$;
(c) the initial states of $N$ are $s$ and $q_{0}$ and the set of final states is $F \cup\left\{q_{0}\right\}$.

In the corresponding subset automaton $\mathcal{D}(N)$ the initial subset is $\left\{q_{0}, s\right\}$ and any other reachable subset $S$ is a non-empty subset of $Q$ such that $S \cap F \neq \emptyset$ implies $s \in S$. By the construction above every set $S$ such that $q_{F} \in S$ and $s \notin S$ is unreachable. That means that there are at most $1+2^{n}-1-2^{n-2}=\frac{3}{4} 2^{n}$ reachable sets in $\mathcal{D}(N)$. Let us show that in the minimal DFA for $L^{*}$ the number of non-final states as well as the number of final states is at most $2^{n-1}$. The nonfinal subsets in $\mathcal{D}(N)$ must not contain the state $q_{F}$, so there are at most $2^{n-1}$ of them. Next the initial subset $\left\{q_{0}, s\right\}$ is final and any other final subset must contain the state $s$. This gives at most $1+2^{n-1}$ subsets. However, if $s \in F$ then $\left\{q_{0}, s\right\}$ and $\{s\}$ are equivalent, and if $s \notin F$ then $\{s\}$ is non-final. Therefore the minimal DFA for $L^{*}$ has at most $2^{n-1}$ final states. To obtain $2^{n}$-state DFA we may add some unreachable sink states. Since the number of final and non-final states are at most $2^{n-1}$ it is possible to achieve that exactly half of the states would be final and the other half non-final in the resulting $2^{n}$-state DFA.

Proposition 9. Let $m, n \geq 2$ and $\operatorname{gcd}(m, n)=1$. Let $K$ and $L$ be unary regular languages accepted by deterministic finite automata $A=(m, 0,\{0\})$ and $B=$ $(n, 0,\{1,2, \ldots, n-1\})$, respectively. Then $\operatorname{sc}(K \oplus L)=m n$.
Proof. Since symmetric difference is a commutative operation, we may assume that $m<n$. Denote $Q_{A}=\{0,1, \ldots, m-1\}, Q_{B}=\{0,1, \ldots, n-1\}$. Consider the product automaton $A \times B=\left(Q_{A} \times Q_{B},\{a\}, \cdot,(0,0), F\right)$ where the set of final states is $F=\{(0,0)\} \cup\{1,2, \ldots, m-1\} \times\{1,2, \ldots, n-1\}$. Since $\operatorname{gcd}(m, n)=1$, every state of the product automaton is reachable. To prove distinguishability, let $p$ and $q$ be two distinct states of the product automaton. Then there is an integer $k \geq 0$ such that $p \cdot a^{k}=(m-1,0)$ and $q \cdot a^{k}=q^{\prime}$ where $q^{\prime} \neq(m-1,0)$. We have three cases:
(a) $q^{\prime} \in F$. Then $a^{k}$ distinguishes $p$ and $q$ since $(m-1,0) \notin F$.
(b) $q^{\prime}=(0, n-1)$. Then $a^{k} a^{m}$ distinguishes $p$ and $q$ since

$$
\begin{aligned}
& p \xrightarrow{a^{k}}(m-1,0) \xrightarrow{a^{m}}(m-1, m) \in F, \\
& q \xrightarrow{a^{k}}(0, n-1) \xrightarrow{a}(1,0) \xrightarrow{a^{m-1}}(0, m-1) \notin F ; \text { recall that } m<n .
\end{aligned}
$$

(c) $q^{\prime}$ is a non-final state different from $(0, n-1)$. Then $a^{k} a$ distinguishes $p$ and $q$ since $(m-1,0) \cdot a \notin F$ and $q^{\prime} \cdot a \in F$.

Hence all the states of the product automaton are reachable and pairwise distinguishable. This means that $\operatorname{sc}(K \oplus L)=m n$.

## 3 Operations on Boolean and Alternating Automata

In this section we investigate the descriptional complexity of basic regular operations on languages represented by Boolean and alternating automata. We start with the complementation operation and we show that a language and its complement have the same complexity.

Theorem 10 (Complementation). Let $L$ be a regular language. Then we have $\operatorname{asc}(L)=\operatorname{asc}\left(L^{c}\right)$ and $\operatorname{bsc}(L)=\operatorname{bsc}\left(L^{c}\right)$.

Proof. Let $L$ be accepted by a minimal $n$-state BFA (AFA). Then the language $L^{R}$ is accepted by a $2^{n}$-state DFA (with half of the states final) by Lemma 2. This means that $\left(L^{R}\right)^{c}$ is accepted by a $2^{n}$ state DFA (with half of the states final) since we only interchange final and non-final states in the DFA for $L^{R}$. Next $\left(L^{R}\right)^{c}=\left(L^{c}\right)^{R}$. Therefore $L^{c}$ is accepted by an $n$-state BFA (AFA) by Lemma 3. Hence $\operatorname{asc}\left(L^{c}\right) \leq n$ and $\operatorname{bsc}\left(L^{c}\right) \leq n$. Moreover we cannot have $\operatorname{asc}\left(L^{c}\right)<n$ because after another complementation we would get $\operatorname{asc}(L)<n$. The argument for $\operatorname{bsc}\left(L^{c}\right)$ is the same.

We continue with the star operation. We improve the results from [10, Theorems 8,9$]$ where upper and lower bounds differed by one. We get tight upper bound $2^{n}$ for both BFAs and AFAs as a corollary of the next theorem.

Theorem 11 (Star). Let $n \geq 2$.
(a) If $L$ is accepted by an n-state BFA, then $L^{*}$ is accepted by a $2^{n}$-state AFA.
(b) There exists a language $L$ accepted by an n-state AFA such that every BFA for $L^{*}$ has at least $2^{n}$ states.

Proof
(a) Let $L$ be accepted by an $n$-state BFA. Then $L^{R}$ is accepted by a $2^{n}$-state DFA by Lemma 2. By Propostion $8,\left(L^{R}\right)^{*}$ is accepted by a $2^{2^{n}}$-state DFA with half of the states final. Next $\left(L^{R}\right)^{*}=\left(L^{*}\right)^{R}$. This means that $L^{*}$ is accepted by a $2^{n}$-state AFA by Lemma 3 .
(b) Let $L^{R}$ be the Palmovský's witness language for star [16] with $2^{n}$ states and $2^{n-1}$ final states shown in Fig. 1. By Lemma 3 the language $L$ is accepted by an $n$-state AFA. By [16, Proof of Theorem 4.4] $\operatorname{sc}\left(\left(L^{R}\right)^{*}\right)=2^{2^{n}-1}+2^{2^{n}-1-2^{n-1}}=$ $2^{2^{n}-1}\left(1+2^{-2^{n-1}}\right)$. Since $\left(L^{R}\right)^{*}=\left(L^{*}\right)^{R}$ we get $\operatorname{bsc}\left(L^{*}\right) \geq\left\lceil\log \left(\operatorname{sc}\left(\left(L^{*}\right)^{R}\right)\right)\right\rceil=2^{n}$ by Corollary 4.


Fig. 1. The reverse of a binary witness for star on BFAs and AFAs.

In what follows we use Lemmas 2, 3 and Corollary 4 without citing them again and again. The next theorem provides tight upper bounds on the complexity of difference, symmetric difference, reversal, and right and left quotient on languages represented by Boolean finite automata.

Theorem 12 (Operations on BFAs). Let $K$ and $L$ be (regular) languages over an alphabet $\Sigma$ accepted by an m-state and $n$-state BFA, respectively. Then
(a) $\operatorname{bsc}(K \backslash L) \leq m+n$, and the bound is tight if $|\Sigma| \geq 2$;
(b) $\operatorname{bsc}(K \oplus L) \leq m+n$, and the bound is tight if $|\Sigma| \geq 3$;
(c) $\operatorname{bsc}\left(L^{R}\right) \leq 2^{n}$, and the bound is tight if $|\Sigma| \geq 2$;
(d) $\operatorname{bsc}\left(K L^{-1}\right) \leq 2^{m}$, and the bound is tight if $|\Sigma| \geq 2$;
(e) $\operatorname{bsc}\left(L^{-1} K\right) \leq m$, and the bound is tight if $|\Sigma| \geq 1$.

Proof. Let $A=\left(Q_{A}, \Sigma, \delta_{A}, g_{A}, F_{A}\right)$ be an $m$-state BFA for the language $K$ and $B=\left(Q_{B}, \Sigma, \delta_{B}, g_{B}, F_{B}\right)$ be an $n$-state BFA for $L$ with $Q_{A} \cap Q_{B}=\emptyset$.
(a) The language $K \backslash L$ is accepted by BFA $\left(Q_{A} \cup Q_{B}, \Sigma, \delta, g_{A} \wedge \overline{g_{B}}, F_{A} \cup F_{B}\right)$, where $\delta=\delta_{A}$ on $Q_{A}$ and $\delta=\delta_{B}$ on $Q_{B}$. Thus $\operatorname{bsc}(K \backslash L) \leq m+n$. For tightness, let $K$ and $L$ be binary witness languages for intersection on BFAs described in [10, Proof of Theorem 2]. Then $K$ and $L^{c}$ are witnesses for difference since $K \backslash L^{c}=K \cap L$.
(b) The symmetric difference $K \oplus L$ is accepted by BFA

$$
\left(Q_{A} \cup Q_{B}, \Sigma, \delta,\left(g_{A} \wedge \overline{g_{B}}\right) \vee\left(\overline{g_{A}} \wedge g_{B}\right), F_{A} \cup F_{B}\right)
$$

where $\delta=\delta_{A}$ on $Q_{A}$ and $\delta=\delta_{B}$ on $Q_{B}$. Thus $\operatorname{bsc}(K \oplus L) \leq m+n$. For tightness, let $K^{R}$ and $L^{R}$ be the languages accepted by $2^{m}$-state and $2^{n}$-state DFAs with half of states final shown in Fig. 2. Then $K$ and $L$ are accepted by $m$-state and $n$-state BFAs. In the product automaton, each state $(i, j)$ is reached by $a^{i} b^{j}$. Two (non-)final states are distinguished by $c$ if they are in different quadrants and by a word in $a^{*}+b^{*}$ otherwise. So we get $\operatorname{sc}\left(K^{R} \oplus L^{R}\right)=2^{m+n}$. Next $K^{R} \oplus L^{R}=(K \oplus L)^{R}$. Therefore $\operatorname{bsc}(K \oplus L) \geq m+n$.
(c) The language $L^{R}$ is accepted by $2^{n}$-state DFA, the special case of BFA. For tightness, let $L^{R}$ be the Šebej's binary witness language for reversal [11] accepted by a DFA with $2^{n}$ states. Then $L$ is accepted by an $n$-state BFA. By [11, Proof of Theorem 5] $\operatorname{sc}\left(\left(L^{R}\right)^{R}\right)=2^{2^{n}}$ and therefore $\operatorname{bsc}\left(L^{R}\right) \geq 2^{n}$.
(d) If $K$ and $L$ are accepted by an $m$-state and $n$-state BFA, respectively, then $K^{R}$ and $L^{R}$ are accepted by a $2^{m}$-state and $2^{n}$-state DFA, respectively. By Proposition $7\left(K L^{-1}\right)^{R}=\left(L^{R}\right)^{-1} K^{R}$ and by [19, Theorem 4.1] $\mathrm{sc}\left(\left(L^{R}\right)^{-1} K^{R}\right) \leq$ $2^{2^{m}}-1$. It follows that $\operatorname{bsc}\left(K L^{-1}\right) \leq 2^{m}$. For tightness, let $L=\Sigma^{*}$ and $K$ be the language accepted by the DFA shown in Fig. 3. Then $\operatorname{bsc}(K) \leq m$ and


Fig. 2. The reverses of ternary witnesses for symmetric difference on BFAs.


Fig. 3. The reverse of a binary witness for right quotient (by $\Sigma^{*}$ ) on BFAs.
$\operatorname{bsc}(L) \leq n$. Next $\left(K L^{-1}\right)^{R}=\left(\Sigma^{*}\right)^{-1} K^{R}$ and by [19, Proof of Theorem 4.1] $\operatorname{sc}\left(\left(\Sigma^{*}\right)^{-1} K^{R}\right)=2^{2^{m}}-1$. Therefore $\operatorname{bsc}\left(K L^{-1}\right) \geq 2^{m}$.
(e) Since $\left(L^{-1} K\right)^{R}=K^{R}\left(L^{R}\right)^{-1}$ and $\operatorname{sc}\left(K^{R}\left(L^{R}\right)^{-1}\right) \leq 2^{m}$ [19, p. 323], we get $\operatorname{bsc}\left(L^{-1} K\right) \leq m$. For tightness, let $K=\left\{a^{i} \mid 2^{m-1}-1 \leq i \leq 2^{m}-2\right\}$ and $L=a^{*}$. Then $\operatorname{bsc}(K) \leq m$ and $\operatorname{bsc}(L) \leq n$. Next $K^{R}\left(a^{*}\right)^{-1}=\left\{a^{i} \mid 0 \leq i \leq 2^{m}-2\right\}$, so $\operatorname{sc}\left(K^{R}\left(a^{*}\right)\right)=2^{m}$. Therefore $\operatorname{bsc}\left(L^{-1} K\right) \geq m$.

In the next theorem we study the complexities of same operations on languages represented by alternating finite automata. Note that while the complexities of intersection, union, and difference on AFAs exceed those on BFAs by one, the complexity of symmetric difference on AFAs and BFAs is the same.

Theorem 13 (Operations on AFAs). Let $K$ and $L$ be (regular) languages over an alphabet $\Sigma$ accepted by an m-state and n-state AFA, respectively. Then
(a) $\operatorname{asc}(K \backslash L) \leq m+n+1$, and the bound is tight if $|\Sigma| \geq 2$;
(b) $\operatorname{asc}(K \oplus L) \leq m+n$, and the bound is tight if $|\Sigma| \geq 3$;
(c) $\operatorname{asc}\left(L^{R}\right) \leq 2^{n}$, and the bound is tight if $|\Sigma| \geq 2$;
(d) $\operatorname{asc}\left(K L^{-1}\right) \leq 2^{m}+1$, and the bound is tight if $|\Sigma| \geq 2$;
(e) $\operatorname{asc}\left(L^{-1} K\right) \leq m+1$, and the bound is tight if $|\Sigma| \geq 1$.

Proof
(a) Since every AFA is BFA we get $\operatorname{bsc}(K \backslash L) \leq m+n$ by Theorem 12(a). Therefore $\operatorname{asc}(K \backslash L) \leq m+n+1$. For tightness, let $K$ and $L$ be the binary witness languages for intersection on AFAs described in [10, Proof of Theorem 3]. Then $K$ and $L^{c}$ are witnesses for difference since $\operatorname{asc}\left(K \backslash L^{c}\right)=\operatorname{asc}(K \cap L)=m+n+1$.
(b) If $K$ and $L$ are accepted by $m$-state and $n$-state AFAs, then $K^{R}$ and $L^{R}$ are accepted by $2^{m}$-state and $2^{n}$-state DFAs with half of the states final. It follows that $K^{R} \oplus L^{R}$ is accepted by a product automaton of $2^{m+n}$ states and half of them are final. Therefore $K \oplus L$ is accepted by $(m+n)$-state AFA. For tightness, let $K^{R}$ and $L^{R}$ be the languages accepted by $2^{m}$-state and $2^{n}$-state DFAs with half of the states final shown in Fig. 2. Then $K$ and $L$ are accepted by $m$-state and $n$-state AFAs. As shown in Theorem 12(b) every BFA for $K \oplus L$ has at least $m+n$ states. Therefore $\operatorname{asc}(K \oplus L) \geq m+n$.
(c) If $L$ is accepted by an $n$-state AFA, then $L^{R}$ is accepted by $2^{n}$-state DFA. Every DFA is a special case of AFA. Therefore AFA for language $L^{R}$ has $2^{n}$ states. For tightness, let $L^{R}$ be the language accepted by $2^{n}$-state Šebej's automaton in which half of the states are final shown in Fig. 4. By [11, Proof of Theorem 5] we have $\operatorname{sc}\left(\left(L^{R}\right)^{R}\right)=2^{2^{n}}$; notice that any nontrivial number of final states does not matter since the subset automaton of NFA for $\left(L^{R}\right)^{R}$ does never have equivalent states [11, Proposition 3]. Hence $\operatorname{asc}\left(L^{R}\right) \geq 2^{n}$ by Corollary 4.


Fig. 4. The reverse of a binary witness for reversal on AFAs.
(d) By Propostion 6 and Theorem 12(d) we get $\operatorname{asc}\left(K L^{-1}\right) \leq \operatorname{bsc}\left(K L^{-1}\right)+$ $1 \leq 2^{m}+1$. To prove tightness, let $L=\Sigma^{*}$ and $K^{R}$ be the language accepted by the DFA $A$ shown in Fig. 5 in which half of the states are final. Then $\operatorname{asc}(K) \leq m$ and $\operatorname{asc}(L) \leq n$. Next $\left(K L^{-1}\right)^{R}=\left(\Sigma^{*}\right)^{-1} K^{R}$. Let us show that $\operatorname{sc}\left(\left(\Sigma^{*}\right)^{-1} K^{R}\right)=2^{2^{m}}-1$. Construct an NFA $N$ for $\left(\Sigma^{*}\right)^{-1} K^{R}$ from the DFA $A$ by making all the states initial. Every non-empty subset in the corresponding subset automaton is reachable as it was shown in [19, Proof of Theorem 4.1]. To prove distinguishability, notice that the state 1 is uniquely distinguishable by the word $b^{2^{m}-2}$, and it is uniquely reachable in $N$ from any other state through the unique in-transitions $2 \xrightarrow{a} 3 \xrightarrow{a} \cdots \xrightarrow{a} 2^{m}-1 \xrightarrow{a} 0 \xrightarrow{a} 1$. By Proposition 1, all states of the subset automaton are pairwise distinguishable. The number of final states in the subset automaton is $2^{2^{m}}-2^{2^{m-1}}$, which is greater than $2^{2^{m}-1}$. Therefore by Lemma 2 we get $\operatorname{asc}\left(K L^{-1}\right) \geq 2^{m}+1$.


Fig. 5. The reverse of a binary witness for right quotient (by $\Sigma^{*}$ ) on AFAs.
(e) By Proposition 6 and Theorem 12(e) $\operatorname{asc}\left(L^{-1} K\right) \leq \operatorname{bsc}\left(L^{-1} K\right)+1 \leq$ $m+1$. To get tightness, consider the same two languages as in Theorem 12(e). Notice that the minimal DFA for $K^{R}\left(a^{*}\right)^{-1}$ has more than $2^{m-1}$ final states.

In the next theorem we study the complexity of basic regular operations on unary languages represented by Boolean finite automata.

Theorem 14 (Unary BFAs). Let $n \geq 2$ and $K$ and $L$ be unary languages accepted by an m-state and $n$-state BFA, respectively. Then
(a) $\operatorname{bsc}(K \cap L) \leq m+n$, and the bound is tight if $\operatorname{gcd}(m, n)=1$;
(b) $\operatorname{bsc}(K \cup L) \leq m+n$, and the bound is tight if $\operatorname{gcd}(m, n)=1$;
(c) $\operatorname{bsc}(K \backslash L) \leq m+n$, and the bound is tight if $\operatorname{gcd}(m, n)=1$;
(d) $\operatorname{bsc}(K \oplus L) \leq m+n$, and the bound is tight if $\operatorname{gcd}(m, n)=1$;
(e) $\operatorname{bsc}\left(L^{R}\right)=\operatorname{bsc}(L)$;
(f) $\operatorname{bsc}\left(L^{*}\right) \leq 2 n$ and the bound is tight;
(g) $\operatorname{bsc}\left(K L^{-1}\right) \leq m$, and the bound is tight.

Proof. Let unary languages $K$ and $L$ be accepted by $m$-state and $n$-state BFA, respectively. Then $K$ and $L$ are accepted by $2^{m}$-state and $2^{n}$-state DFA, respectively, by Corollary 5 , and the languages $K \cap L, K \cup L, K \backslash L, K \oplus L$ are accepted by a $2^{m} 2^{n}$-state product automaton. This gives upper bounds $m+n$ in cases (a)-(d). To prove tightness for intersection, let $K=\left(a^{2^{m}}\right)^{*}$ and $L=\left(a^{2^{n}-1}\right)^{*}$. Then $K$ and $L$ are accepted by a $2^{m}$-state and $2^{n}$-state DFA, respectively, so by an $m$-state and $n$-state BFA, respectively. Since $\operatorname{gcd}\left(2^{m}, 2^{n}-1\right)=1$, we have $\operatorname{sc}(K \cap L)=2^{m}\left(2^{n}-1\right)$. This means that $\operatorname{bsc}(K \cap L) \geq\left\lceil\log \left(2^{m}\left(2^{n}-1\right)\right)\right\rceil=m+n$. For union, we may use the languages $K^{c}$ and $L^{c}$, since $K^{c} \cup L^{c}=(K \cap L)^{c}$ and a language and its complement have the same Boolean state complexity. Similarly, for difference we use the languages $K$ and $L^{c}$. For symmetric difference, let us consider unary languages $K$ and $L$ accepted by automata $A=\left(2^{m}, 0,\{0\}\right)$ and $B=\left(2^{n}-1,0,\left\{1,2, \ldots, 2^{n}-2\right\}\right)$. By Proposition $9 \operatorname{sc}(K \oplus L)=2^{m}\left(2^{n}-1\right)$. It follows that $\operatorname{bsc}(K \oplus L) \geq\left\lceil\log \left(2^{m}\left(2^{n}-1\right)\right)\right\rceil=m+n$.
(e) The equality follows from the fact that $L=L^{R}$ in the unary case.
(f) The state complexity of the star operation in the unary case is $(n-1)^{2}+1$ [3, 19]. If a unary language $L$ is accepted by an $n$-state BFA then $L$ is accepted by a $2^{n}$-state DFA. This means that $L^{*}$ is accepted by a DFA of at most $\left(2^{n}-1\right)^{2}+1$ states, so by a DFA of at most $2^{2 n}$ states. Therefore $\operatorname{bsc}\left(L^{*}\right) \leq 2 n$. For tightness, let $L$ be the unary language accepted by the DFA $\left(2^{n}, 0,\left\{2^{n}-1\right\}\right)$ meeting the upper bound for star [19, Theorem 5.3]. Then $L$ is accepted by an $n$-state BFA and $\operatorname{bsc}\left(L^{*}\right) \geq\left\lceil\log \left(\operatorname{sc}\left(L^{*}\right)\right)\right\rceil=\left\lceil\log \left(\left(2^{n}-1\right)^{2}+1\right)\right\rceil=2 n$.
(g) In the unary case, $K L^{-1}=L^{-1} K$. In Theorem 12(e) we proved that $\operatorname{bsc}\left(L^{-1} K\right) \leq m$ and we provided a unary witness.

Recall that by Proposition $6 \operatorname{asc}(L) \leq \operatorname{bsc}(L)+1$. Therefore as a corollary of the previous theorem we get the following upper bounds.

Corollary 15 (Unary AFAs). Let $n \geq 2$ and $K$ and $L$ be unary languages accepted by an m-state and n-state AFA, respectively. Then
(a) $\operatorname{asc}(K \cap L) \leq m+n+1$;
(b) $\operatorname{asc}(K \cup L) \leq m+n+1$;
(c) $\operatorname{asc}(K \backslash L) \leq m+n+1$;
(d) $\operatorname{asc}\left(L^{R}\right)=\operatorname{asc}(L)$;
(e) $\operatorname{asc}\left(L^{*}\right) \leq 2 n+1$;
(f) $\operatorname{asc}\left(K L^{-1}\right) \leq m+1$.

We are not able to prove the tightness since the complexity of operations on unary DFAs with half of the states final is not known. The previous theorem and its corollary imply that a binary alphabet for some of our witness languages is optimal in the sense that it cannot be reduced to a unary alphabet.

## 4 Conclusions

We investigated the descriptional complexity of basic regular operations on languages represented by Boolean and alternating finite automata. We considered the operations of complementation, star, difference, symmetric difference, reversal, and left and right quotient. For each operation we obtained the tight upper bound on its complexity on both Boolean and alternating automata.

Our results are summarized in Table 1. The table also shows the size of alphabet used for describing witness languages, and compares our results to the known results for deterministic $[11,14,19]$ and nondeterministic finite automata from $[6,9]$. The results for intersection and union on Boolean and alternating automata are from [10]. Notice that the complexity of intersection, union, and difference on alternating automata is $m+n+1$ while the complexity of symmetric difference is $m+n$. Except for ternary witnesses for symmetric difference, all the other provided witnesses are defined over a binary or unary alphabets and, moreover, a binary alphabet for the witness languages for star, reversal, and right quotient on BFAs and AFAs is optimal in the sense that it cannot be reduced to a unary alphabet.

Table 1. The complexity of operations on languages represented by BFAs, AFAs, DFAs, NFAs. The results for DFAs are from [11,14, 19], the results for NFAs are from $[6,9]$, and the results for intersection and union on BFAs and AFAs are from [10].

|  | BFA | $\|\Sigma\|$ | AFA | $\|\Sigma\|$ | DFA | $\|\Sigma\|$ | NFA | $\|\Sigma\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Complement | $n$ | 1 | $n$ | 1 | $n$ | 1 | $2^{n}$ | 2 |
| Intersection | $m+n$ | 2 | $m+n+1$ | 2 | $m n$ | 2 | $m n$ | 2 |
| Union | $m+n$ | 2 | $m+n+1$ | 2 | $m n$ | 2 | $m+n+1$ | 2 |
| Difference | $m+n$ | 2 | $m+n+1$ | 2 | $m n$ | 2 | $\leq m 2^{n}$ |  |
| Symmetric difference | $m+n$ | 3 | $m+n$ | 3 | $m n$ | 2 | $\leq 2^{m+n}$ |  |
| Reversal | $2^{n}$ | 2 | $2^{n}$ | 2 | $2^{n}$ | 2 | $n+1$ | 2 |
| Star | $2^{n}$ | 2 | $2^{n}$ | 2 | $\frac{3}{4} 2^{n}$ | 2 | $n+1$ | 1 |
| Left quotient | $m$ | 1 | $m+1$ | 1 | $2^{m}-1$ | 2 | $m+1$ | 2 |
| Right quotient | $2^{m}$ | 2 | $2^{m}+1$ | 2 | $m$ | 1 | $m$ | 1 |
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